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FOREWORD

This edition marks the fifth annual report of the European Economic
Advisory Group (EEAG) at CESifo. CESifo is one of the world’s promi-
nent research networks of professional economists incorporating more
than 430 university professors from 24 countries. Its home base includes
the Ifo Institute for Economic Research and the Center for Economic
Studies (CES) of Ludwig Maximilian’s University, Munich, with about
90 researchers in all fields of economics. 

The EEAG which is in toto responsible for this report consists of a team
of eight economists from eight European countries. It is chaired by Seppo
Honkapohja (Universities of Cambridge and Helsinki) and includes Lars
Calmfors (University of Stockholm, vice chairman), Giancarlo Corsetti
(European University Institute, Florence), John Kay (St. John’s College,
Oxford), Jan-Egbert Sturm (ETH Zürich, KOF – Swiss Institute for
Business Cycle Research), Gilles Saint-Paul (University of Toulouse),
Xavier Vives (IESE, INSEAD, ICREA-UPF), and myself. All members
participate on a personal basis. They do not represent the views of the
organisations they are affiliated with. 

The aim of this report is to comment on the state and prospects of the
European economy. With the support of the Ifo Institute it provides a
European business forecast and discusses topical economic issues which
are of general interest to policy makers, managers, academics and the
European public in general.

I wish to thank the members of the group for investing their time in a
challenging project and I also gratefully acknowledge valuable assistance
provided by Doina Radulescu, Tobias Seidel and Frank Westermann
(assistants to the group); Gebhard Flaig, Wolfgang Nierhaus, Timo
Wollmershäuser and Oliver Hülsewig (business forecast); Ludger
Wößmann (comments); Paul Kremmel (editing); as well as Elsita Walter
(statistics and graphics) and Elisabeth Will (typesetting and layout). 

Hans-Werner Sinn
President, Ifo Institute and CESifo
Professor of Economics and Public Finance, 
University of Munich

Munich, 1 March 2006
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EXECUTIVE SUMMARY

This is the fifth annual report by the European

Economic Advisory Group (EEAG) at CESifo. It

contains five chapters addressing the economic situa-

tion and different topics of policy concern for the

European Union and the euro area. This executive

summary provides a synopsis of the analysis and pol-

icy proposals of the report.

Chapter 1 discusses the short-term macroeconomic

outlook and policy options for the European econo-

my. As a main scenario, it is forecasted that GDP in

the euro area will grow in 2006 at around 2.0 percent

which is faster than the rate of 1.4 percent for 2005.

Overall, European growth remains lower than in most

other parts of the world and our forecast assumes

favourable developments in the rest of the world. The

chapter points to the risk of an undesirable mix

between monetary and fiscal policies in the euro area:

the ECB is likely to tighten monetary policy in

response to the cyclical upswing, whereas the stance

of fiscal policy will probably remain more or less

unchanged. Instead, for reasons of long-run sustain-

ability, structural budget deficits in the euro area

should be reduced. This would leave room for a loos-

er monetary policy than would otherwise be possible.

Key to a better policy mix is a restoration of incen-

tives for fiscal discipline, which have been significant-

ly weakened by the 2005 reform of the Stability and

Growth Pact. 

Chapter 2 reviews the current debate about global

imbalances, which have emerged as a result of large

and persistent current account deficits of the US.

The chapter presents and assesses different views

about the nature of the required global adjustments

and the extent of foreseen depreciation of the dollar.

The US deficits are largely matched by large surplus-

es in Asia, oil-producing countries and a few Euro-

pean countries. Though the euro area as a whole has

a close-to-balance external position, the possible

correction mechanisms imply major challenges to

policy-makers in Europe. The risks include a pro-

longed fall in the external demand for European

products, increasing competition by US firms and

negative wealth shocks due to a possible further fall

of the dollar that would reduce the value of Europe’s

external assets. The risk of financial crises increases

if the fall in the dollar is very pronounced and

adjustment takes the form of a hard landing leading

to a US and worldwide output contraction. There

could also be a reversal of US attitudes towards free

trade with negative consequences for Europe, if slug-

gish US external adjustment and over-cautious poli-

cy corrections by China and other Asian emerging

markets strengthen the political weight of protec-

tionist positions in the US.

The other chapters of the report consider selected

aspects of the general theme “growth and competi-

tion in Europe”. 

Chapter 3 analyses the growth performance of dif-

ferent EU countries. While growth has been sluggish

in France, Germany and Italy in the past ten years,

several other EU countries have done well. The suc-

cessful countries can be divided into two groups. One

group, consisting of Finland, Ireland, Sweden and

the UK, has relied strongly on the introduction of

new high technologies, in particular information

technology (IT). On the other hand, Greece and

Spain have also grown well, but they have relied on

traditional sources of growth – capital accumulation

and increased labour input. The different experi-

ences and the recent enlargement of the EU suggest

that the Lisbon strategy for growth and employment

should be replaced by a flexible approach: countries

on the technology frontier should rely strongly on IT

and other knowledge-based sources of growth, while

other countries should rely on accumulation of tra-

ditional capital and labour and use technology

transfer to achieve a gradual transformation towards

high-tech industries. Such an approach can incorpo-

rate the differences among EU countries in the

degree of technological advance. The key areas for

growth policy include improvement of education –

especially tertiary education – and IT diffusion,

together with measures that enhance competition

among firms in the economy. Improving competition



is vital for increased innovativeness and entrepre-

neurial activities in the EU. 

Chapter 4 discusses primary and secondary educa-

tional systems in the EU, as education is a major

determinant of economic growth. Education is a

public quasi-monopoly in most EU countries. There

are large disparities between countries in terms of

achievements in reading, mathematics and science.

These disparities occur among countries that are

similar in economic and demographic terms. The

amount of resources devoted to education does not

seem to have a large impact, whereas the structure of

school systems seems to matter a lot. On the basis of

empirical studies, we argue that simply devoting

more resources to education spending, or naïve tar-

gets such as reduction of class sizes, are not an effec-

tive way to improve school systems. Instead, policies

should focus on better organisation of schools.

Increasing parental choice and fostering competition

among students to get into good schools and among

schools to attract good students seem to be more

effective policy reforms. If designed well, such

reforms do not lead to unfair or non-egalitarian

practices. 

Chapter 5 considers merger control and competi-

tion policy in Europe, where merger activity is gath-

ering pace. Earlier, mergers were mainly an Anglo-

Saxon phenomenon. Higher merger activity in

Europe is driven by a combination of the long-term

effects of market integration and globalisation,

strong corporate profits and cheap credit.

Globalisation imposes restructuring in many sec-

tors, and mergers are a prime instrument. The poli-

cy challenge is how to allow the needed restructur-

ing and potential increase in firm size in some sec-

tors, while at the same time protecting competition.

This chapter discusses the trends of merger activity

as well as the rationale for it and the main princi-

ples for an effective competition policy. The main

conclusions are as follows. First, a vigorous compe-

tition policy is needed, but care must be taken not

to try to enforce low concentration in natural oli-

gopoly industries, where only a limited number of

players can survive. Second, obstacles to hostile

and cross-border mergers should be removed.

Third, the 2004 reform of the merger control proce-

dure in the EU was a step in the right direction, but

the current structure of decision-making should be

strengthened to improve checks and balances and

minimise the lobbying influences by national gov-

ernments and large firms. 

The European Economy: Macroeconomic Outlook
and Policy (Chapter 1)

Rises in oil prices are not likely to cause as high levels

of inflation in the industrialised world as in the past.

One reason is that central banks have over time man-

aged to keep inflation expectations at low and stable

levels. Furthermore, globalisation and – in Europe –

still relatively low capacity utilisation prevent firms

from fully passing on energy price increases to con-

sumers. Overall, there are no clear tensions in labour,

goods and service markets. This explains why in the

euro area core inflation, as measured by the HICP

excluding energy and unprocessed food, actually fell

somewhat from 2.1 percent in December 2004 to

1.4 percent in December last year. Headline inflation

in the euro area is expected to reach an average of

1.9 percent this year.

With respect to fiscal policy, industrial countries, on

average, stayed on a more or less neutral course.

Monetary conditions in the US and in Europe moved

in opposite directions in 2005. The European Central

Bank left its target rate again unchanged at 2 percent

until December 2005, while the US Federal Reserve

kept raising its funds rate. Assuming overall stable oil

prices and exchange rates, world economic growth in

2006 will probably be slightly lower than in 2005.

The US appears to be on a stable expansion course,

supported by all major demand components.

Tightening of monetary policy will, however, slow

down US growth somewhat to 3.4 percent. Especially

private consumption is expected to expand at a slow-

er rate. 

In China, the government will continue its efforts to

dampen investment demand in certain industries to

support a more balanced growth pattern. Together

with a small appreciation of the renminbi against the

US dollar, this will probably imply that Chinese

growth will be slightly lower than before, but remain

on a high level of approximately 81/2 percent. 

During the first half of 2005, Japan continued its

recovery. So far, it has mainly been based on export

growth, as the country benefited from strong develop-

ments in the rest of Asia and in particular China.

Growth during the first half of 2005 was supported

by domestic demand. As this is expected to continue,

the overall expansion of the Japanese economy will –

with a rate of 2.4 percent – be at a slightly higher pace

than last year. 
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In the rest of Asia, GDP growth is likely to slow down

somewhat in 2006 as compared to 2005. The revival of

the global IT cycle at the end of 2005 and the begin-

ning of 2006 could support exports from the region.

However, the high oil price will – given the high ener-

gy intensity of production in many Asian countries –

probably lead to a further tightening of monetary

policy. Furthermore, demand impulses from the US

are expected to subside somewhat. 

In the EU, the slow recovery, which started during the

second half of 2003, made way for another phase of

weak growth already after one year. This lasted for a

good part of 2005 and was caused by a slowdown in

domestic demand and, in particular, a near standstill

of private consumption. During the course of 2005,

the recovery in the European economy gained pace

again. Annualised quarter-to-quarter growth in the

euro area reached 2.6 percent in the third quarter,

thereby allowing annual real GDP growth to reach

1.4 percent.

Since 2001, Germany has been characterised by very

weak consumption demand due to unfavourable

income developments and (political) uncertainty. Of

the larger EU countries, only Spain has experienced

strong consumption demand. This is to a large extent

supported by the continued real estate boom, but if

the boom comes to a sudden stop, there could be a

rapid slowdown in consumption demand and overall

activity.

In contrast to consumption, equipment investment in

the euro area continued its upward trend in 2005.

Given low inflation expectations and the continued

cyclical slack, wage demands were moderate. This con-

tributed to creating favourable conditions for invest-

ment financing. On the other hand, fierce competition

faced by European firms in export and home markets,

together with rising energy prices, put pressure on prof-

it margins. Furthermore, European enlargement has

shifted a greater share of total business investment to

accession countries where labour costs are much lower.

Investment in the euro area could therefore remain

lower than in previous economic recoveries.

Current and leading indicators point to improving

cyclical conditions in the last half of 2005 and the

first half of this year. Net exports are expected to

contribute to GDP growth by 0.2 percentage points.

Stable oil prices will allow profit margins to

improve. Together with increased foreign demand

as well as continued favourable financing condi-

tions, we expect that investment will grow at a rate

of 3.0 percent, which is stronger than in the recent

past.

Gradually improving labour market conditions and

moderate wage increases will allow private consump-

tion growth to increase somewhat in the course of

2006. Due to the continued recovery of the European

economy, cyclical slack will fall to approximately half

a percent of potential GDP. Growth of the euro area

is still lacking the dynamics observed elsewhere in the

world. On average, real GDP growth in the euro area

is expected to increase to 2.0 percent this year. Growth

will thereby be somewhat above trend. The growth

gap between Europe and the United States will nar-

row somewhat. 

The still weak cyclical recovery in the European econ-

omy raises fundamental macroeconomic policy

issues. One is how much the aggregate stance of mon-

etary and fiscal policy in conjunction should be tight-

ened. Another issue concerns the appropriate mone-

tary-fiscal policy mix. For reasons of long-term sus-

tainability – associated with future demographic

developments – there is a strong need for fiscal con-

solidation in the euro area. However, aggregate gov-

ernment net borrowing is at present very close to the

three-percent-of-GDP limit in the Maastricht Treaty.

The situation is not likely to improve much in the

next few years. In fact, the 2005 reform of the

Stability Pact has considerably weakened the incen-

tives for fiscal discipline: the possibilities of extending

deadlines for eliminating excessive deficits have

increased, and the scope for discretionary decision-

making in the enforcement procedure has been sig-

nificantly widened. 

As a consequence, a cyclical upswing in the euro area

is likely to trigger a tightening of monetary policy

rather than of fiscal policy, resulting in a growth-

unfriendly policy mix. In addition, there are fears that

the ECB may be about to restrain aggregate demand

too much by forcing core inflation too far below

2 percent. 

The risk of an undesirable policy mix in the euro

area has been emphasised in a large research litera-

ture. The original establishment of the Stability Pact

could be seen as a way of preventing such a situa-

tion from occurring. The de facto collapse of the

pact will make this very hard to achieve. It is vital to

restore stronger incentives for fiscal discipline, but it

is far from clear how this could be achieved over the



next few years. A re-establishment of such incen-

tives in the longer term would require bold political

initiatives: these could involve (i) stronger fiscal-pol-

icy frameworks at the national level; (ii) enhanced

fiscal policy co-operation in a smaller group of fis-

cally responsible EU states; or (iii) attempts to co-

ordinate monetary policy and fiscal policy reform at

the EU level, for example by the ECB offering gov-

ernments a monetary-policy reward, in the form of

an upward revision of its inflation target, as a

response to a restoration of a stricter fiscal-policy

framework. 

Global Imbalances (Chapter 2)

The large and persistent current account deficits run

by the United States from the second half of the

1990s have generated widespread concerns about

the sustainability of current macroeconomic imbal-

ances at the global level and the risk of disorderly

adjustment and slowdown in macroeconomic activi-

ty. This chapter reviews the current debate and dis-

cusses the implications of global adjustment for

European macroeconomic developments and poli-

cy-making.

Currently, large external deficits in the US are

matched by large surpluses in Japan, Asian emerging

markets, oil-producing countries and a few European

countries. However, the euro area as a whole is close

to external balance. The composition of external

financing of the US deficit has changed significantly

after 2000 with a falling share of private capital in-

flows (accounting for 90 percent of total inflows in

1997–1999, but only for 40 percent in 2003–2004) and

an increasing share of public inflows. A further

dimension of current global imbalances concerns the

high level of international reserves held in dollar

assets. At the same time, there has been a strong

expansion of cross-border holdings of financial

instruments, which have doubled since 1990 from

about 60 percent of world GDP to above 120 percent

now. 

Though the US current account deficit is large in

terms of US GDP, it is small relative to the stock of

US foreign gross assets. The US typically borrows

from international markets by issuing dollar-denomi-

nated assets but lends abroad mostly by acquiring

equities and foreign-currency denominated bonds.

Therefore, dollar depreciation leaves the dollar value

of US liabilities unaffected but raises the dollar value

of US assets and improves the US net foreign asset

position. 

There are a number of views on the causes of current

imbalances, with quite different implications for the

need for corrective policy measures. 

1. A widespread view attributes the persistent US cur-

rent account imbalances to low US national savings.

Private savings in the US have been trending down-

ward for some time and US public savings have also

deteriorated markedly since 2000. Some studies sug-

gest that the impact of fiscal consolidation in the US

on external trade is limited in the short run, but

greater fiscal discipline would certainly help reduce

imbalances in a longer-term perspective.

2. A second view of the US external deficits argues

that they are essentially driven by expectations of

high future growth. This view has two important

policy implications. First, it is not appropriate to

talk about “imbalances”, as trade flows are in fact

balanced in an intertemporal perspective. Second,

significant dollar depreciation in real terms may not

be required for some time and should therefore not

be expected. However, current expectations about

high US growth in the future may be too optimistic.

If and when expectations are revised downwards,

restoring US external balance would then require a

sharp correction of spending plans, possibly imply-

ing large movements in exchange rates and relative

prices.

3. A third view of US current account deficits argues

that the deficits are a mirror image of a “saving glut”

in the rest of the world. A variant of this view is that

there is an “investment drought” outside the US. This

view offers a potential explanation of the simultane-

ous occurrence of low real interest rates and low

investment. According to this argument, one may

expect interest rates to rise as soon as investment

picks up again.

4. A fourth view suggests that a desire for “export-

led growth” and a build-up of currency reserves in

Asian emerging markets have substantially con-

tributed to the current global imbalances. In partic-

ular, imbalances are due to China’s exchange rate

policy and its strong influence on the policies of the

other emerging markets in the region. China’s for-

mal abandonment of the inflexible peg against the

US dollar has not led to any significant appreciation

of the renminbi so far. However, given the internal
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consequences of distorted relative prices, due to an

artificially low exchange rate and the threat of pro-

tectionist measures by the US, one should expect

some noticeable correction in the near future.

Predictions of further sizeable depreciation of the

dollar in real effective (multilateral) terms empha-

sise the need for a fall in the relative price of US

non-tradables, which is tantamount to a reduction

in US income relative to the rest of the world.

According to some studies, the required real rate of

depreciation of the dollar might be quite large,

depending on several factors that ultimately affect

the elasticity of substitution between traded and

non-traded goods in the US and between US and

foreign traded goods, as well as on the impact on the

level of economic activity. Many studies suggest

that adjustment could necessitate a protracted peri-

od of real dollar weakness. 

According to the consensus view, the most important

policy contribution to adjustment should come from

a reduction in the US fiscal deficits. Without any fis-

cal rebalancing in the US, a reduction in Asian sav-

ing, possibly associated with a slowdown or reversal

in reserve accumulation, increases the risks of finan-

cial strain in the global currency and asset markets.

Looking at the adjustment of global imbalances

from a “euro” viewpoint, there may or may not be

further dollar depreciation vis-à-vis the euro.

However, correcting the US current account deficit

in any case requires an improvement in US net

exports, and Europe is likely to experience a drop in

external demand with negative effects on European

growth.

It is possible that the resolution of current imbal-

ances will proceed relatively smoothly. However, it is

also possible that the current build-up of imbal-

ances will be followed by one of the “hard landing”

scenarios. Suppose that there is a disorderly adjust-

ment with strong relative price and exchange rate

movements and financial turmoil across markets. In

this scenario, it is highly plausible that European

financial and non-financial firms would suffer from

strong deterioration of their balance sheets and liq-

uidity shortages. This scenario would call for

European monetary and supervisory authorities to

stress-test their institutional framework. If the

financial crisis is moderate, the euro system may be

able to contain it. However, if the financial crisis is

sufficiently severe, monetary authorities may face

difficult trade-offs between financial stability and

price stability. Governments may then have to

shoulder large fiscal costs to stave off a serious

financial crisis. This would raise important issues

regarding the distribution of fiscal costs across

countries that policies to mitigate a serious crisis

would entail. In this scenario, the relatively weak

public finances in many European countries are an

aggravating factor, as they would imply undue con-

straints on emergency financing in the case of a cri-

sis. Increasing the fiscal room of manoeuvres in a

possible future financial crisis adds a strong precau-

tionary motive for stronger fiscal discipline now. 

Even if European monetary authorities were success-

ful in fighting financial contagion and other unde-

sired effects of liquidity shortages in the event of a

worldwide financial crisis in the context of an

unwinding of global imbalances, the euro area would

still in such a situation face a severe aggregate

demand problem. It would be difficult to deal with

this problem under the current framework for mone-

tary and fiscal policy. Perhaps the most important risk

for Europe associated with global imbalances is to

become exposed to a severe downturn without having

access to effective policy instruments to stabilise the

economy. 

Economic Growth in the European Union
(Chapter 3)

Economic growth has been sluggish in many EU

countries. Up to the 1990s, levels of GDP per capi-

ta in Western European countries were catching up

with that of the US, but this tendency was dramati-

cally reversed in the 1990s. In particular, France,

Germany and Italy have started to fall further

behind the US. The European growth problems

have led to major political discussions within the

EU. The 2000 Lisbon strategy for growth and

employment was an expression of the concern about

low growth. 

This chapter analyses the reasons behind the vary-

ing growth performance of EU countries. Our first

observation is that slow growth is not a universal

phenomenon among the old EU countries. Some

countries – notably Ireland, Finland, Greece, UK,

Spain and Sweden – have performed well over the

last decade. We are also beginning to see “growth

miracles” in several new EU member countries.

Second, a process of convergence in per capita

incomes in the EU is taking place. This process is



largely driven by the convergence between the EU-

15 and the new member countries, that is, living

standards in the new EU countries appear to be

catching up with the old EU members in a long-

term perspective. 

Determinants of economic growth are analysed by

decomposing GDP growth into the contributions

from growth of labour input, IT capital input, non-IT

capital input and technological progress (total factor

productivity). Growth accounting reveals that the

unsuccessful countries, France, Germany and Italy,

have been growing mostly through traditional capital

accumulation and to a much smaller extent through

general technological progress. Labour input often

played a substantial negative role, particularly in

Germany.

In contrast, there have been different roads to pros-

perity in the successful countries. In one group, con-

sisting of Ireland, Finland, the UK and Sweden, there

has been a large increase in the contribution by IT

capital growth, though all production factors have

made a positive contribution in these countries,

including labour input for most episodes. In addition,

relatively rapid IT capital growth has been coupled

with relatively high total factor productivity (TFP)

growth in these countries. The best performer,

Ireland, has had rapid growth in all factor inputs.

Spain and Greece make up a second group of success

cases, which have primarily grown through conven-

tional capital accumulation and labour input growth. 

There are large variations among countries in the

determinants of growth in capital and labour

inputs and in factors that influence technological

progress. Finland, the UK and Sweden had higher

shares of IT capital relative to other capital already

before, so the recent fast accumulation of IT capital

has for this reason resulted in larger contributions

to growth. These countries are also at the top in

terms of indicators of IT diffusion. Determinants

of technological progress are likely to have been

quite diverse, as technological progress is influenced

by a number of factors such as education and inno-

vativeness of the economy. Finland and Sweden

had the highest levels of education spending (rela-

tive to GDP) among EU countries, but there appear

to be no systematic relationships between this fac-

tor and growth for EU countries. The amount of

regulation is one determinant of the degree of com-

petition among firms, which in turn influences

innovativeness. In many, though not all cases, the

successful countries have done well in terms of indi-

cators of deregulation, venture financing and R&D

spending.

Our analysis leads to several policy conclusions.

First, we recommend that the Lisbon strategy should

be modified. The Lisbon strategy argues for the cre-

ation of a uniform model of a high-tech information

society for the EU, whereas the European experiences

suggest that there are different routes to success.

Instead, the EU should allow for a flexible strategy

for growth, in which there is scope for high-tech dri-

ven growth as well as growth based on more tradi-

tional means of capital accumulation, increased

labour input and imitative adoption of new tech-

nologies from the leaders.

One key element in growth policy is improvement of

the educational systems. This should be done at both

the national and EU levels. Education influences

growth through the accumulation of human capital,

and there are also important complementarities

between education and the ease of adoption of inno-

vations and new technologies. An important question

concerns the level of education at which improve-

ments should be focused. Countries that are close to

the frontier should specifically focus on improving the

tertiary education system, as high-technology innova-

tions require more advanced skills than lower-level

innovations. The latter are often process improve-

ments and rely on imitative adoption of known tech-

nologies. 

While the US does not stand out in the quality of

secondary education, it is well ahead of EU coun-

tries in university education, which is likely to mat-

ter the most for economic growth of the most

advanced countries. The best universities in the US

compete strongly with each other for the best grad-

uate students and researchers. In European coun-

tries, the university system is largely not exposed to

strong competition, though the UK with its nation-

al research and teaching quality audits is partly an

exception.

A third policy conclusion concerns the potential to

increase labour input to enhance economic growth.

In most EU countries, labour input has not grown

much, and in some countries labour input growth

was even negative for some periods. Labour input

can be raised through labour market reforms such as

lower unemployment benefits, employment tax cred-

its, lower marginal tax rates on labour and pension
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reforms providing incentives to a longer working life.

Decentralised collective agreements that allow

lengthening working hours (as in Germany) and

reversals of earlier legislated working time reduc-

tions (for example in France) are other desirable

measures.

Another policy conclusion concerns the regulatory

policies in the EU. Europe tends to have a relatively

high level of regulations that limit competition by

restricting entrepreneurial activities, entry and

labour market adaptability, which in turn can sup-

press innovation and technological advancements.

Growth effects of competition appear to depend on

the distance of the industry from the technology

frontier, so that increased competition yields the

largest productivity gains in sectors that are far

behind the frontier. Technology policy should focus

on provision of opportunities for creation of new

firms and industries and less on glorifying national

champions. Improvements of venture capital financ-

ing and R&D continue to be important policy areas

for the EU countries. There are big variations in the

amount of venture capital investments in the EU,

and Europe is lagging behind the US in this respect.

Also, competition policies should focus more on

facilitating entry of new firms to improve innova-

tiveness of European economies.

Reduction of trade barriers to competition and entry

in the service sector is important, as exporters of ser-

vices tend to be subjected to national regulations in

both the country of origin and in the host country.

Since the service sector makes up around 70 percent

of both GDP and employment in the EU-15, lower

trade barriers for services have potentially large

growth effects. For this reason, it is important that

the new EU Services Directive under discussion is not

watered down. A related issue is that the imposition

of national pay conditions on posted workers from

other EU member states prevents effective cross-bor-

der price competition. This limits the gains from

trade in services to economies of scale, more effective

organisation and greater product diversity. It also

means that the old EU member states forsake the

welfare gains that could come from allowing service

providers from the new member states to compete

effectively by compensating for lower productivity

through lower wages. Such competition is a natural

exploitation of different comparative advantages. It

is not “unfair wage dumping”. Wage competition

among countries in trade with services should be

allowed in the same way as in trade with goods. 

Growth-enhancing policies for new EU member

countries include facilitating technology transfer and

improvement of productivity in industries that are

mostly behind the high-technology frontier. Educa-

tion policy and financing of new firms and innova-

tions continue to be major items in the policy agenda

for the new EU members. 

Prospects for Education Policy in Europe 
(Chapter 4)

Education is an important productive input into the

wealth of a nation. It enhances individual productivi-

ty, which shows up in higher wages. The rate of sec-

ondary enrolment comes out as one of the significant

determinants of differences in GDP per capita across

countries. Also, an educated workforce is a valuable

asset at times of rapid technological change, because

educated workers are better at adopting new tech-

nologies. 

In most European countries, the public sector holds a

quasi-monopoly on the provision of education. While

government intervention may be justified on the

grounds that education has social aspects and that

parents’ decisions may not reflect their children’s best

interest, it is not clear that direct provision is the ade-

quate form of government intervention. One may

consider a more decentralised approach that would

contain costs and allow for greater diversity of indi-

vidual choices.

In many countries, primary and secondary education-

al systems are under pressure. On the one hand, the

costs of education are soaring as both enrolment rates

and the length of studies trend upward, while the cost

per pupil grows as fast as GDP per capita. On the

other hand, there is a perception that standards and

achievements are going down. 

Some argue that in order to solve these issues, one

should spend more resources on facilities, hire more

teachers to reduce class size, and perhaps employ

more staff to take care of discipline and other non-

curricular aspects. Others insist that educational sys-

tems can be made a lot more efficient by relying on

competition and free parental choice.

What does the evidence say?

We observe large disparities between countries in

terms of achievements in reading, mathematics, and



science. These disparities occur among countries

that are similar in economic and demographic

terms. Therefore, the way schools are organised

seems to matter a lot. Furthermore, the amount of

resources devoted to education does not seem to

have a large impact. In a cross section of countries,

it only has a small impact on achievements; the US

spends a large amount per student, but does worse

than the Slovak Republic that spends only little.

Econometric studies at the individual level suggest

that traditional recipes based on increased spending

fail. For example, there is hardly any evidence that

reducing class size has any impact on achievement.

These findings are confirmed by event studies such

as those of the unsuccessful French “Zone d’Edu-

cation Prioritaire” experience.

On the other hand, a growing body of empirical stud-

ies that compare similar groups of pupils exposed to

different policies suggests that enhancing competition

between schools has positive effects on achievements.

Competitive mechanisms re-allocate resources from

the worse to the best schools by allowing parents to

choose and by adjusting school resources so that the

successful schools can grow to accommodate

increased demand. 

These mechanisms can take different forms: they can

rely on the private sector to different degrees and

involve different compensation mechanisms in order

to offset potential unwanted effects on the distribu-

tion of income. For example, vouchers of some

amount can be given to attend private schools. The

amount of vouchers can be adjusted to reflect distri-

butional concerns. It has been shown that such

schemes also benefit pupils who continue to attend

public schools, because these are disciplined by com-

petition from private schools. Hence, even students

that are too poor to attend a private school, despite

the voucher, indirectly benefit from school competi-

tion. But one can also think of other mechanisms

where parental choice is increased and management

is decentralised to the school level, but where there is

less reliance on monetary rewards and smaller distri-

butional effects. 

The organisation of public schools has a large impact

on achievements. Mere increases in spending, in par-

ticular in the form of smaller classes, seem to be an

inefficient way of raising achievements. In contrast,

substantial improvements can be obtained if one fos-

ters competition, both among students to get into the

good schools and among schools to attract the good

students. The available evidence suggests that while

raising performance, such policies would not be par-

ticularly “unfair” or “non-egalitarian” relative to cur-

rent practices.

Mergers and Competition Policy in Europe
(Chapter 5)

Merger activity is gathering pace in Europe. 2005 has

seen large-value mergers or acquisitions such as Italy’s

Unicredito of Germany’s HVB in the banking indus-

try and France’s Pernod Ricard of the UK’s Allied

Domecq in the food and drink sector. The pace of

activity in utilities has been especially hectic and

France’s Suez has acquired Belgium’s Electrabel,

France Telecom has bought Spain’s Amena and

Telefónica (Spain) has launched a bid for O2 (UK).

Within Spain, Gas Natural has also announced its

intention to take over Endesa in the largest operation

of the year. At the same time, private equity firms

(mostly British and American) are buying up firms, in

particular conglomerates, with a view to restructure

them and sell them for a profit. Not so long ago,

mergers were basically an Anglo-Saxon phenomenon.

However, the end of the millennium merger wave was

driven, at least in terms of cross-border operations

that have been gaining weight in the total, by activity

in the EU-15.

This reflects the long-term effects of market integra-

tion in Europe. But broader trends in the world econ-

omy are also important – the revolution in informa-

tion technology, the widening of markets, the strength

of corporate profits and the availability of cheap

credit. Globalisation, especially in the form of com-

petition from emerging economies like China and

India, has induced restructuring and redeployment to

increase productivity, and mergers are an integral part

of these processes.

Mergers raise a host of public policy issues. It is not

clear that mergers create value for shareholders and

consumers. A consolidation wave poses a threat to

competition, which is the main driver of economic

efficiency and productivity growth. The preservation

of competition in different markets is of utmost

importance. Domestic mergers are generally more

threatening to competition than cross-border ones. It

may be agreed that globalisation lessens the need for

merger control, but it is important to establish that

European merger control is up to the task of ensur-
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ing that the merger wave is good not only for invest-

ment bankers but also for consumers.

A related issue is that many European governments

have a protectionist instinct and view with suspi-

cion foreign takeovers of their national champions

or of firms that are considered to be in strategic

sectors. Banking and utilities are often viewed as

examples of such sectors. France and Italy tend to

protect their firms, as shown by, for example, the

discussion over whether French Danone could be

taken over by PepsiCo, and the obstacles put by the

former governor of the Bank of Italy to the foreign

takeover of Antonveneta and BNL. France has

issued a list of strategic sectors where national

interests are to be protected. Despite this, the trend

towards cross-border mergers seems robust. The

public policy question is whether ownership mat-

ters and whether Europe needs either national or

European champions.

Globalisation is associated with technological change,

with decreases in trade and transport costs of goods,

capital, people and information, and with liberalisa-

tion and market integration that simultaneously

enlarge the market and increase competitive pressure.

In many sectors, the number of firms will have to be

reduced in an integrated or enlarged market to reap

economies of scale. At the same time, a sufficient level

of competition is needed for innovation, and the time-

ly termination of bad projects drives productivity

growth. Furthermore, domestic competition is a key

to international success and competitiveness, whereas

fostering national champions may be self-defeating.

The policy challenge is how to allow the needed re-

structuring and potential increase in firm size in some

sectors, while at the same time protecting compe-

tition.

Our first conclusion is that a vigorous competition

policy is needed, but care must be taken not to try to

enforce low concentration in natural oligopoly indus-

tries where only a limited number of firms can sur-

vive. Furthermore, merger control should take into

account the need of a larger firm size in several indus-

tries and the potential dynamic efficiencies (for exam-

ple innovation) generated by mergers.

A second conclusion is that artificial obstacles to hos-

tile and cross-border mergers should be removed in

Europe. Hostile takeovers are a sign of health of the

market for corporate control. Cross-border mergers

should proceed without regulatory obstacles as they

may keep in check the increase in domestic concen-
tration. We acknowledge that ownership is not neu-
tral, in particular, in some industries like banking
where relationships are important, but on balance this
is insufficient justification for protectionism. Euro-
pean as well as national competition policy must play
a major role in keeping markets open.

A third conclusion is that care must be taken in not
promoting European champions that end up being
effectively protected from closure. Can the indepen-
dence of competition policy be maintained given the
politics of the Commission? States can lobby
Commissioners and other Directorates than the one
for competition (like Industry or Energy) to further
national policies. Such lobbying would be hard to
resist if it is done simultaneously by more than one
large EU member state. An independent institutional
body might protect competition policy from these
industrial policy pressures.

Fourth, the 2004 reform of the merger control proce-
dure in the EU was a step in the right direction,
increasing checks and balances for merging parties
and the role of economic analysis. However, the guar-
antees for the parties, the quality of analysis and deci-
sion-making, as well as the protection against the lob-
bying pressures of national governments and firms
could still be improved. One example of an independ-
ent institutional body would be an administrative
panel, which is located within the Commission and
recommends or even decides on merger cases. An-
other possibility would be a European Competition
Agency. 



THE EUROPEAN ECONOMY:
MACROECONOMIC OUTLOOK

AND POLICY*

In 2005 the world economy still developed strongly, but,

with GDP growth of 41/2 percent, at a somewhat slower

pace than in 2004. Developments still differed substan-

tially among major regions. Whereas output continued to

increase in a robust and strong manner in the US and it

showed a clear upward, but still somewhat volatile trend in

Japan, European real GDP grew only at a moderate pace. 

This year the world economy is expected to grow at an

almost unchanged pace of around 41/2 percent, but this

time with a somewhat more even distribution across the

major regions. In the US, the expansion of real GDP is

expected to slow down somewhat, not least due to a less

accommodative monetary policy. Japan is likely to con-

tinue its recovery, but the Chinese economy remains the

engine of economic growth in Asia, although the fast

pace of expansion is expected to weaken slightly. The

pace of expansion in the European economy will in-

crease somewhat. In the euro area, real GDP growth is,

with a rate of 2.0 percent, forecasted to exceed poten-

tial growth somewhat. Economic activity in Europe will

be supported by strong, but in the course of this year

moderating, export growth. Domestic demand will

accelerate gradually, offsetting

the slowdown in external demand. 

The chapter points to the risk of

an undesirable mix between mone-

tary and fiscal policies in the euro

area: the ECB is likely to tighten

monetary policy in response to the

cyclical upswing, whereas the

stance of fiscal policy will proba-

bly remain more or less un-

changed. Instead, for reasons of

long-run sustainability structural

budget deficits in the euro area

should be reduced. 

1. The current situation

1.1 The European economy in 2005

In the European Union the slow business cycle recov-
ery, which started during the second half of 2003
already after one year made way for another phase of
weak growth (see Figure 1.1). In the euro area, the
annualised quarter-to-quarter GDP growth rates
from the third quarter of 2004 until the first quarter
of 2005 did not exceed 1.5 percent, whereas the aver-
age was 2.5 percent in the four preceding quarters.
During the course of 2005, the recovery in the
European economy gained pace again. Annualised
quarter-to-quarter growth reached 2.6 percent in the
third quarter, thereby allowing annual real GDP
growth to reach 1.4 percent. 

The initial weakening of especially domestic demand
in 2005 was mainly caused by feeble growth of private
consumption (see Figure 1.2). Since 2001, Germany is
characterised by severe restraint in consumption due
to unfavourable income developments and (political)
uncertainty. In the UK, private consumption hardly
grew in 2005. The previously supporting increases in
house prices subsided; the situation in the real estate
market calmed down substantially. Out of the group
of larger EU countries, only Spain experienced
strongly expanding consumption demand. Because
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* The forecast is based on data available
until January 31st 2006.
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this was to a large extent support-
ed by a continued real estate
boom, there appear to be consid-
erable downside risks there.

In contrast to moderately grow-
ing consumption demand, equip-
ment investment in Europe con-
tinued its upward trend. Slower
export growth and the renewed
deterioration of capacity utilisa-
tion in manufacturing restrained
the willingness to invest in the
beginning of last year. During
the second half of 2005 invest-
ment grew strongly, but without
reaching two-digit growth levels.

Not only domestic, but also for-
eign demand showed a weak
development during the first half
of last year. Exports only grew at
a moderate pace in the second
half of 2004 and even fell some-
what during the first quarter of
last year. Yet, they subsequently
recovered and were a driving
force behind the higher growth in
the second half of 2005.

Throughout most of last year, the
ECB kept its main refinancing
rate at 2.0 percent, implying real
interest rates close to zero (see
Figure 1.3). Only in December
did the bank increase its main
interest rates by 25 basis points.
The clear appreciation of the real
effective exchange rate of the
euro by 12 and 4 percent in 2003
and 2004, respectively, was to a
certain extent corrected last year,
leading to overall looser mone-
tary conditions in the euro area.

Economic developments in indi-
vidual countries remained rather
diverse. Whereas Spain again
experienced high real GDP
growth, Italy barely recovered
from a recession. Also in Germa-

ny and in the Netherlands, eco-
nomic growth was low during
2005. The driving forces behind

Figure 1.2

Figure 1.3



business cycle developments in
Europe differed substantially.
Overall, countries with stronger
growth have seen higher increas-
es in domestic demand, which
has been stimulated by either
increased labour income or rising
real estate prices. 

In Germany and Austria, foreign
demand was the main supporting
factor. Whereas the contribution
of the net foreign balance to eco-
nomic growth gained in signifi-
cance here, its importance
decreased in most other countries
within the euro area. The latter
can be explained by the un-
favourable composition of the export basket and a
reduction in price competitiveness against, in particu-
lar, the Asian economies. The differing export dynam-
ics are also reflected in the differing developments of
industrial production, which in both Germany and
Austria was stronger than in the rest of the euro area.

Against the background of moderate economic
growth, employment initially increased only slightly.
This is explained primarily by developments in Spain

and – despite the weak business cycle – in Italy. The
euro area unemployment rate, which slowly started
decreasing again in the autumn of 2004, equalled
8.6 percent in June 2005, as compared to 8.8 percent
at the end of 2004. Employment growth, however,
accelerated somewhat in the second half of 2005,
helping to reduce the unemployment rate to 8.3 per-
cent towards the end of the year.

Overall there were no clear inflationary tensions in
markets for labour and for goods and services.
Together with so-called base effects with respect to
specific administrated prices, this explains why in the
euro area core inflation, as measured by the HICP
excluding energy and unprocessed food, actually fell
somewhat from 2.1 percent in December 2004 to
1.4 percent in December last year (see Figure 1.4).
Mainly due to increases in oil prices, headline infla-
tion is expected to end up at 2.2 percent in 2005 (as
compared to 2.1 percent in 2004).

As in the previous years, and despite rising energy
prices, overall wages increased moderately. However,
substantial differences emerged on a country level.
Whereas average wages in Germany remained more or
less unchanged and wage increases in Italy were kept

below the euro area average, the rate of wage increase
was as high as 3 percent in Spain and in France (see
Table 1.1). 

In the majority of the new EU member countries
annual economic growth was lower in 2005 than in the
previous year. Real GDP increased by 4.2 percent on
average. This reduction from an average growth rate
of 5.1 percent in 2004 is mainly attributable to Po-

land, where especially private consumption grew only
moderately. With the exception of Hungary and the
Slovak Republic, investment levelled off. Lower do-
mestic demand increases had its impact on import
growth. Output growth was also dampened by sub-
dued export performance due to somewhat weaker
worldwide growth.

Some of the central banks in this region lowered their
interest rates in the course of last year. This was also
possible because currencies of some of the larger
countries appreciated, which alleviated inflation pres-
sures caused by oil price developments. In response to
accelerating inflation, only the central bank of the
Czech Republic raised its repo rate in autumn. How-
ever, at 2 percent it is still well below the level of
2.5 percent at the beginning of 2005. 

Since accession in May 2004, the ten new member
states have seen a clear increase in trade with the euro

area. Especially imports from the euro area in the new
member countries have seen an upward level shift (see
Figure 1.5). This is associated with substantial current
account deficits in many of the new member states.
The growth slowdown at the end of 2004 and during
the first half of last year clearly left its mark on trade
between these blocks. The composition of exports
and imports between the new member states and the
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euro area has, however, so far not been affected by
accession. With a share of around 60 percent of all
trade, intermediate goods are by far the most impor-
tant component of trade. The remaining part is more
or less equally split between capital goods and con-
sumption goods and services. 

Up until the end of 2001, the three largest new mem-
ber countries, Poland, the Czech Republic and Hun-

gary, each held a share of approximately 26 percent
of total exports to the euro area coming from the ten
new member countries. After that, the relative posi-
tion of Hungary gradually deteriorated to around

22 percent, whereas the shares of
the other two countries rose to
around 28 percent in the last few
years. The relative importance of
the remaining seven new member
states roughly stayed the same.
With respect to imports from the
euro area, a similar picture
emerges. Whereas the Czech Re-

public took a gradually increas-
ing share of total imports,
Hungary experienced a steady
decline. But as this country also
experienced a level shift in espe-
cially imports from the euro area

in the second quarter of 2004, its
accession stimulated trade: the

Table 1.1 

The development of various measures of wages and wage costs

average annual changes in per cent

 Nominal

wagea)

Real

wagea)b)

Labour

productivity

Unit labour

costc)

Relative unit 

labour costc)d)

Export  

performancee)

Euro area       2002–2004 

   2005 

1.7 

1.6 

– 0.4 

– 0.1 

0.6 

0.5 

1.3 

1.1 

7.7 

– 2,5 

na 

na 

   Germanyf    2002–2004 

   2005 

1.0 

0 

– 0.1 

– 0.3 

0.7 

1.0 

0.3 

– 1.0 

1.4 

– 5.2 

– 0.8 

0.1 

France        2002–2004 

   2005 

2.7 

3.1 

1.0 

1.8 

1.5 

1.6 

1.4 

1.7 

3.9 

– 1.2 

– 4.4 

– 2.8 

   Italy   2002–2004 

   2005 

2.6 

3.4 

– 0.3 

0.7 

– 0.4 

– 0.4 

3.2 

3.8 

6.1 

2.7 

– 6.2 

– 6.0 

Finland       2002–2004 

   2005 

2.8 

3.5 

2.5 

1.4 

2.8 

0.7 

– 0.3 

3.5 

2.7 

– 0.1 

– 2.5 

– 1.6 

   Netherlands   2002–2004 

   2005 

2.7 

0.9 

0.3 

– 0.7 

1.1 

1.1 

2.5 

0.4 

5.2 

– 1.3 

– 0.7 

– 1.6 

   Ireland     2002–2004 

   2005 

3.1 

5.2 

0.0 

2.9 

3.1 

1.0 

0.5 

4.1 

3.7 

1.7 

– 1.0 

– 1.2 

Spain       2002–2004 

   2005 

3.0 

3.5 

– 1.1 

– 0.1 

0.5 

0.7 

2.8 

2.8 

3.0 

– 0.4 

– 1.1 

– 4.6 

United        2002–2004 

Kingdom   2005 

3.3 

3.6 

0.6 

1.6 

2.0 

1.1 

2.4 

2.9 

1.5 

– 1.4 

– 3.5 

– 1.2 

Sweden         2002–2004 

   2005 

2.4 

3.3 

0.7 

2.0 

3.1 

2.5 

– 0.5 

0.9 

– 1.6 

– 1.9 

– 0.1 

– 3.0 

Poland        2002–2004 

   2005 

1.3 

3.8 

– 0.3 

– 2.3 

5.0 

1.6 

– 3.9 

0.9 

– 12.4

13.4

3.2 

1.9 

Hungary    2002–2004 

   2005 

7.2 

6.5 

0.7 

4.5 

na 

na 

3.3 

2.4 

8.2 

1.3 

3.9 

3.9 

United States   2002–2004 

   2005 

2.8 

5.3 

0.7 

2.5 

3.2 

2.1 

0.6 

3.2 

– 5.5 

– 0.6 

– 2.9 

– 0.7 

Japan          2002–2004 

   2005 

– 1.4 

0.5 

– 0.1 

1.5 

1.9 

2.1 

– 2.7 

– 1.3 

– 3.3 

– 6.2 

1.8 

– 1.3 
a) Business sector. – b) Nominal wage deflated by GDP deflator (i.e., real product wage). – c) Manufacturing sector. – d)

Competitiveness– weighted relative unit labour costs in dollar terms. – e).Exports relative to export markets, a positive

number indicates gains in market shares and a negative number indicates a loss in market shares. – f) The figures for

Germany are compensations per employee and not wages.

Source: OECD Economic Outlook 78 database.

Figure 1.5



speed of (trade) integration, however, seems to lag

behind those of the others. The Czech Republic, on

the other hand, appears to be doing rather well on

this front. 

1.2 The global economy

United States 

The US economy seems to be on a stable expansion

course. Except for the last quarter of 2005, annualised

quarter-to-quarter growth rates of real GDP have

been above 3.3 percent for ten quarters in a row.

Neither hurricanes nor high oil prices appear to have

affected the dynamics of the US economy noticeably.

US GDP growth in 2005 reached 3.5 percent (after

4.2 percent in 2004). 

Growth was supported by all major demand compo-

nents. Households increased their spending by a solid

and stable 3.6 percent in 2005. The reduction in pur-

chasing power of households due to increased energy

prices has been compensated by an increase in dispos-

able income and a further reduction in the already low

saving rate. The latter can be partly explained by the

further increase in real estate prices. Moreover, labour

market conditions improved. The number of employ-

ees in non-agricultural sectors increased as compared

to 2004 by 11/2 percent at the end of last year. However,

the substantial rise in employment only reduced unem-

ployment to a small extent, as the number of people

searching for jobs increased as well. The unemploy-

ment rate was, on average, 5.1 percent, implying a

decrease of 0.4 percentage points over the year.

Although fixed investment could not quite keep up

with the high quarterly growth rates of 2004, it still

contributed strongly to overall growth in 2005.

Especially growth in equipment and software invest-

ments remained strong. Apparently, firms still feel the

need to invest, possess the necessary financial means

and harbour positive sales expectations. Furthermore,

residential investment expanded very strongly –

despite its already high level – in particular during the

first half of 2005. However, slower growth rates dur-

ing the second half of 2005 and recent survey results

point towards the long-expected correction of resi-

dential investment.

During the first part of 2005, the trade balance start-

ed to contribute positively to GDP growth for the first

time in almost two years. Hence, overall exports grew

at a slightly faster pace than imports, which allowed

the current account deficit to (temporarily) stabilise at
around 51/2 percent of GDP. Whereas exports, howev-
er, only grew moderately in the second half of 2005,
imports surged by roughly 9 percent in the final quar-
ter of 2005.

In spite of considerable economic growth, core infla-
tion, that is inflation corrected for its volatile compo-
nents energy and food, remained fairly stable. One of
the reasons is that the Federal Reserve, from June 2004
until January 2006, increased the federal funds rate in
14 small steps up to 4.5 percent. The Fed has thus
reversed the expansionary stance of monetary policy
taken since the recession of 2001. Monetary policy in
the US is soon about to reach an approximately neu-
tral course, according to most judgements. This rever-
sal could not prevent inflation expectations from
increasing and oil price hikes from causing substantial
increases in headline inflation, reaching a peak in
September with a rate of 4.7 percent.1 In November,
headline inflation decreased to 3.5 percent.

Japan, China and other Asia

During the first half of 2005, Japan continued its
recovery, which was only shortly interrupted by a mild
recession during the second half of 2004. Output
growth reached a record annualised quarterly rate of
5.7 percent in the first quarter. It remained close to
that level during the second quarter, but dropped sub-
stantially to levels of around 1 percent during the sub-
sequent quarters. GDP growth will probably be close
to 21/2 percent for the year as a whole (after 2.3 per-
cent in 2004). Nominal GDP did not grow as strong-
ly, indicating that deflation has not fully stopped yet.
However, as compared to 2004, deflation is likely to
have fallen further to an annual rate of close to 1 per-
cent. Producer price indices already have shown
increasing prices since early 2004. Also the fall in land
and real estate prices seem to have ceased in some
areas like Tokyo.

The Japanese recovery has since its beginning in 2002,
mainly been based on export growth. Japan has bene-
fited to a large extent from strong developments in
Asia and especially in China. During the second half
of 2004, however, exports started growing at a slower
pace, which – given the increased imports – implied a
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1 According to the September consumer survey of the University of
Michigan, inflation expectations increased to 3.2 percent, a value not
reached in the last ten years. Furthermore, the difference between the
nominal interest rate on non-indexed bonds and the real interest rate
on indexed-linked government bonds (which is a measure of expect-
ed inflation) widened last autumn.
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negative contribution to growth from net exports.
This development continued during the first quarter
of 2005. After that, exports accelerated again partly
due to increased foreign demand for Japanese cars.

High growth during the first half of 2005 was thus
mainly supported by domestic demand. After
exhibiting, on average, almost zero growth during the
last three quarters of 2004, private consumption
increased by respectively 4.9 and 2.9 percent during

the first two quarters of 2005.
The improvement in consumer
confidence was backed by an
increase in employment during
the first half of 2005. Both high-
er labour demand and demo-
graphic developments explain
the reduction in the rate of
unemployment. Since early 2003
it has decreased by more than 1
percentage point to 4.6 percent in
November last year. In particular
higher bonus payments due to
increased firm profits caused
nominal wages to increase during
the first half of 2005.

Private equipment investment,
too, revived after a weak second
half of 2004. This development is
mirrored by deliveries of capital
goods, which also show that in
particular industrial demand
increased strongly. The Tankan
report of the Bank of Japan
(2005) of December last year no

longer sees the over-capacity of manufacturing as
excessive and records a slight increase in business con-
fidence.

In the rest of Asia, year-to-year economic growth dur-
ing the second half of 2004 until the first quarter of
2005 fell somewhat. After that it increased slightly
again. The cause of the slowdown was a less strong
increase in exports (partly due to the continued weak-

ness of the global IT cycle), which
caused growth in investment
demand to fall substantially in
some of the Asian economies.
After the summer of 2005, trade
with IT goods picked up again.
However, due to the high energy
intensity of production in many
Asian countries, like South Korea

and Thailand, the oil price
increase has proven to be a new
burden for these economies. Being
an oil-exporting economy, Indo-

nesia was the only Asian economy
to experience increased growth in
2005. With the exceptions of
Thailand and Indonesia, trade sur-
pluses increased substantially,

Box 1.1 

Oil price developments

Prices of crude oil continued their upward trend throughout the year. Damage to

oilfields and refineries caused by the hurricanes in the US induced further hikes in

prices of oil and related products like petrol. Despite the moderate slowdown of

world economic growth, as compared to 2004, actual prices are still high (see

Figure 1.6). It is to be expected that other reasons beside developments in world,

particularly Asian, oil demand are behind this. Actual prices, however, do not

appear to any large extent to be driven by speculation; the share of non-oil-sector-

related traders with crude oil futures is not larger than usual. Another plausible

explanation could be a further increase in the geo-political risk premium. However,

such risks have probably already been discounted in the price for some time and are

probably not higher than during the time of the US invasion in Iraq. A possibility

might be that the high degree of liquidity in financial markets worldwide also

affects markets for crude oil – as it has for real estate prices. What appears to be the

most likely explanation though is a large risk premium as a result of an uncertain

outlook with respect to future developments in oil production. Speculation about a

soon-to-be-reached peak in non-OPEC production cannot be easily dismissed.

Furthermore, whereas worldwide oil reserves on average increased by approximate-

ly 1.7 percent in the previous ten years, it almost stagnated last year. Finally, cost

increases of production and exploration might also have led to an overall higher

level of oil prices.  

Nevertheless, in the industrialised world higher oil prices will not cause as high

levels of inflation as was the case in the past. One reason is that central banks have

over time managed to keep inflation expectations at low and stable levels. 

Furthermore, increased competition due to globalisation and – in Europe – still 

relatively low capacity utilisation also prevent firms from fully passing on energy

price increases to consumers.a)

a) For more details on this issue we refer to OECD (2005b).

Figure 1.6



thereby financing a considerable part of the trade
account deficit of the US.

An important exception to this general tendency is
China. Official year-to-year real GDP growth rates in
the first two quarters of 2005 were 9.4 and 9.5 per-
cent, respectively. The annual growth rate for 2005
will equal 9.3 percent. In conformity with the objec-
tive of the Chinese government to dampen the invest-
ment boom in especially the steel, aluminium and
cement sectors, investment growth decreased to
around 27 percent. Private consumption, however,
expanded steadily and exports continued to grow fast
(with an average growth rate of more than 30 per-
cent). Import growth, on the other hand, saw a
decline until mid-2005, which was one of the reasons
for the relatively weak export performance of other
Asian economies. The current account surplus of
China exceeded 8 percent of
GDP in the first half of 2005.

China (as well as Malaysia) gave
up the fixed conversion rate of
the domestic currency to the US
dollar in July 2005. The policy
change created leeway for future
monetary policy change and may
be an important step towards the
integration of the Chinese finan-
cial sector into the international
capital markets. The official
exchange rate regime is now one
of managed floating against a
basket of foreign currencies. At
least for the time being, this has
not led to a substantial apprecia-
tion of the renmimbi against the
US dollar (see Box 1.2). 

After the high levels during 2004,
inflation in China has stabilised.
In other Asian economies, oil
price increases led to higher infla-
tion rates. In many of these
countries, central banks reacted
to this by increasing their key
interest rates.

The rest of the world

The business cycle upturn of
2004 in Latin America slowed
down somewhat during 2005

partly because prices of raw materials (except for oil
and gas) did not increase by as much as in 2004.
Furthermore, increased inflation risks affected the
business climate. Especially in Brazil, but also tem-
porarily in Mexico, central banks raised interest rates
in response. This also restrained domestic demand. In
most Latin American countries, fiscal policy is orient-
ed towards reducing budget deficits. Overall, the
investment climate in many of these economies never-
theless remained favourable.

The moderate slowdown in economic growth in
Russia starting in mid-2004 continued throughout
2005. Real GDP increased by 53/4 percent. Export
growth declined partly due to the reduced growth in
foreign demand for crude oil, but mainly because of
the real effective appreciation of the ruble by more
than 15 percent. The turbulence surrounding the oil
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Box 1.2 

Chinese exchange rate reform

China’s increasing foreign exchange reserves have for a long time pointed towards

the renminbi being highly undervalued. Some calculations suggest that the

renminbi is undervalued by as much as 30 to 40 percent. A revaluation of the

renminbi against the dollar to head off protectionist moves by the US Congress and

to stem foreign speculative capital flows, which are partly responsible for the boom

in capital investment in China, was generally anticipated. Such a revaluation

against the dollar, by 2.1 percent, took place on 21 July 2005.a) To increase flexi-

bility, the People’s Bank of China (PBoC) also announced at the same time that it

will abandon its eleven-year-old peg with the US dollar and move to a managed

float against a (still unrevealed) basket of currencies. It was indicated that this

reference basket is dominated by currencies of China’s major trading partners,

which are the US dollar, the Japanese yen, the euro and the Korean won.

Each trading day, the PBoC will set the value of the renminbi relative to the

reference basket. Unlike the old system, where the central parity remained fixed,

the closing rate of each trading day becomes the next trading day’s fixed parity.

Each day, there is a ± 0.3 percent trading band around the US dollar. Theoretically,

the exchange rate vis-à-vis the US dollar can therefore move as much as ± 1.5 per-

cent per week or ± 6 percent per month. Until the end of 2005, however, the PBoC

only allowed the renminbi to appreciate another � percent against the US dollar

since 21 July. It is suggested by the PBoC that trading prices of the non-US dollar

currencies against the renminbi are also allowed to only move within certain bands.

However, these bands have not been made public. Actual exchange rate

developments show much larger fluctuations of the renminbi with respect to other

currencies and appear to suggest that the bands vis-à-vis the US dollar are the 

effective ones. Floating exchange rates between these other currencies and the US

dollar imply that a system of multiple exchange rate bands for the renminbi cannot 

function.

Therefore, at present the new Chinese exchange rate regime looks very much like

the old. The appreciation against the dollar is too small to have a noticeable effect

on the Chinese-American trade balance. However, China has created itself more

room for manoeuvre in the future. While the PBoC will continue to come under

pressure to further revalue the currency, it is clear from official statements made in

the days after the initial revaluation that there are also counter pressures. The PBoC

is pressed to protect exporters against both the loss of competitiveness and a rising

renminbi debt burden for the Chinese economy.

This suggests that the PBoC is likely to allow the currency to appreciate very

gradually within the new framework for the next few years. But such modest

changes are unlikely to make a big difference to the Chinese-American trade 

balance.

a) The Chinese decision was almost immediately followed by Malaysia. It also moved from a

fixed exchange rate regime against the US dollar to a managed float against a basket of
currencies. Also other Asian currencies rose along with the renminbi against the US dollar.
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company Yukos may have had a
negative effect on oil production
as well as on the willingness to
invest in Russia. Domestic
demand nevertheless expanded
substantially. This was mainly
caused by the continued strong
expansion of private consump-
tion. As a large fraction of the oil
revenues goes to the public sec-
tor, they generated a government
budget surplus of 5 percent of
GDP in 2005. 

1.3 The international policy mix

Fiscal policy

With respect to fiscal policy, industrial countries on
average stayed on a more or less neutral course.
Just like in 2004, government deficits in many
economies hardly changed. Most governments are
still concerned about stabilising and eventually
reducing deficits. 

In the euro area, the aggregate structural and actual
deficits – despite the need for fiscal consolidation in
especially France, Germany and Italy – remained
broadly constant, that is between 2 and 21/2 percent of
GDP for the structural and around 2.9 percent for the
actual deficit (see Figure 1.7).2

For most member states, budget deficits only changed
by up to 1/2 percentage point in either direction (see
Table 1.2). Four exceptions, however, were Greece,

Italy, Portugal and Ireland. Ireland moved from a bud-
get surplus of 1.4 percent of GDP to a deficit close to
1/2 percent of GDP, but stayed well below the
Maastricht ceiling of 3 percent of GDP. Portugal –
already at that ceiling in 2004 – increased its deficit to
6.0 percent of GDP, which is the highest level record-
ed since 1994. In Italy, the budget deficit in percent of

Figure 1.7

Table 1.2 

Public budget indicators in the euro area

Gross debta) Financial Balancea)

2002 2003 2004 2005 2006 2002 2003 2004 2005 2006 

Germany 61.2 64.8 66.4 68.6 70.0 – 3.8 – 4.1 – 3.7 – 3.9 – 3.7 

France 58.8 63.2 65.1 66.5 67.1 – 3.2 – 4.1 – 3.7 – 3.2 – 3.5 

Italy 108.3 106.8 106.5 106.6 108.3 – 2.7 – 3.2 – 3.2 – 4.3 – 4.2 

Spain 53.2 49.4 46.9 44.2 41.9 – 0.3 0.0 – 0.1 0.2 0.1 

Netherlands 51.3 52.6 53.1 54.0 54.2 – 2.0 – 3.2 – 2.1 – 1.8 – 1.9 

Belgium 105.4 100.4 96.2 94.9 91.1 0.0 0.1 0.0 0.0 – 0.3 

Austria 66.7 65.1 64.3 64.3 64.2 – 0.4 – 1.2 – 1.0 – 1.9 – 1.8 

Greece 111.6 108.8 109.3 107.9 106.8 – 4.9 – 5.7 – 6.6 – 3.7 – 3.8 

Finland 42.3 45.2 45.1 42.8 41.5 4.3 2.5 2.1 1.9 1.9 

Ireland 32.4 31.5 29.8 29.0 28.7 – 0.4 0.2 1.4 – 0.4 – 0.3 

Portugal 56.1 57.7 59.4 65.9 69.8 – 2.8 – 2.9 – 3.0 – 6.0 – 5.0 

Luxembourg 6.8 6.7 6.6 6.8 7.0 2.1 0.2 – 1.2 – 2.3 – 2.0 

Euro area 69.2 70.4 70.8 71.7 71.7 – 2.5 – 3.0 – 2.7 – 2.9 – 2.8 

United

Kingdom
38.2 39.7 41.5 43.1 44.3 – 1.6 – 3.3 – 3.1 – 3.4 – 3.3 

Sweden 52.4 52.0 51.1 50.6 49.4 – 0.3 0.2 1.6 1.4 0.8 

EU–15 62.5 64.0 64.3 65.1 65.2 – 2.2 – 2.9 – 2.6 – 2.7 – 2.7 
a) As a percentage of gross domestic product and according to the definition in the Maastricht Treaty. Financial balances

without the special revenue gains from the sales of mobile phone licences in 2000–2002.

Source: European Commission.

2 The structural deficit is obtained by estimating government rev-
enues and expenditures assuming the economy is producing at its
potential level. We follow here the approach used by the OECD. See
also Chapter 2 of our 2003 report. 



GDP is likely to have increased from 3.2 in 2004 to at
least 4.3 last year. A revision of the Greek general
government accounts in the autumn of 2005 showed
that the budget deficit was as large as 6.6 percent of

GDP in 2004. Thus, a deficit of
probably between 31/2 and 4 per-
cent of GDP in 2005 will repre-
sent an improvement in the pub-
lic sector fiscal balance. 

Fiscal policy in the United King-

dom was on an expansive course
during 2005. The budget deficit
turned out to be 3.4 percent of
GDP. 

From 2001 to 2004, the fiscal pol-
icy stance in the United States

was expansionary. In the 2005 fis-
cal year (which ended September
2005), fiscal policy was slightly
restrictive. The clear decline of
the federal budget deficit from
3.6 percent of GDP in 2004 to
2.6 percent in 2005 can be mainly
attributed to a substantial in-
crease in income and corporate
tax receipts and is therefore not
reflected in the structural budget
deficit (see Figure 1.8). 

Japan continued to run the
largest structural fiscal deficit
among the OECD countries. In
2005, both structural and actual
deficits amounted to around
6 percent of GDP. These deficits
are clearly unsustainable. 

Monetary conditions and 

financial markets

Monetary conditions in the
United States, on the one hand,
and in Japan and the euro area,

on the other, moved in opposite
directions for most of 2005.
While the European Central
Bank left its target rate again un-
changed at 2 percent until early
December and the Bank of Japan
continued its zero interest rate
policy, the US Federal Reserve

kept raising the Federal funds rate (Figure 1.9). In the
United Kingdom, a cooling down of the economy last
year made the Bank of England reverse its course in
August and decrease its main interest rate by 25 basis
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points to 4.5 percent. However, as the inflation rate
has been declining only recently and modestly, while
retail sales have strengthened somewhat, it is not like-
ly that an additional interest rate decrease will follow
soon.

The slowdown of economic growth in the euro area
since the second half of 2004 and until summer last
year has been stronger than expected in our last
report. Despite the record level of consumer prices for
petrol and fuel oil, the prospects for a stable price
development did not deteriorate. The depreciation of
the euro against the dollar by more than 12 percent
(see Figure 1.11) has led to more expansive monetary
policy conditions than we predicted last year. This,
together with improved business cycle conditions in
the second half of last year and the more optimistic
economic outlook, induced the ECB to raise its main
interest rates by 25 basis points in December 2005.
This policy move is discussed in
greater detail in Section 3.1. 

Not only money market, and
thereby short-term, interest rates
stayed at a low level in the euro
area (see Figure 1.3). Also long-
term interest rates did not reverse
course during most of the year.
On the contrary, despite stable
money market rates, continued
strong demand led to an addi-
tional fall of long-term govern-
ment bond yields by another
0.5 percentage points until Sep-
tember 2005 in the euro area (see
Figure 1.10). In the United

States, long-term interest rates
hardly changed. Together with
the increased money market in-
terest rates, this led to an even
stronger flattening of the yield
curve than in Europe. In the past
years, the yield curve in the Unit-

ed States was always steeper than
in the euro area. Since the begin-
ning of 2005 this no longer holds.
In the final quarter, long-term
interest rates picked up world-
wide, induced by somewhat ris-
ing yields on US government
bonds, as some concerns about
inflation risks were spreading.
Between November and the end
of 2005, however, yields declined

again by about half of their previous rise. Despite the
robust economic growth and strong increases in ener-
gy prices, long-term inflation pressures hardly appear
to be a concern in financial markets.

Probably triggered by the increasing US money mar-
ket interest rates, the US dollar left its depreciation
course of the past three years and appreciated against
all major currencies, including the euro, during most
of 2005 (see Figure 1.11). Only between the end of
July, when the Chinese government gave up the fixed
exchange rate of the renminbi to the US dollar, and
the beginning of September, did the US dollar lose
part of its previous gain. This development does not
suggest that financial investors are very concerned
about the large current account deficit of the US (see
Chapter 2 for further discussion). For the euro-dollar
exchange rate an obvious explanation is the increase
in the interest rate differential in favour of the dollar. 

Figure 1.11

Figure 1.12



Stock markets tended to rise throughout 2005 (see
Figure 1.12). Like in 2004, the rise was not compara-
ble to the strong recovery in 2003. However, while the
Dow Jones Industrial Average Index hardly went up,
both the German DAX share index and the Euro
Stoxx 50 developed roughly as strong as in 2003.
Unexpectedly high business profits and persistently
low interest rates were the driving forces behind this.
Even the terrorist attacks in London in early July and
the appreciation of the Chinese renminbi did not
affect stock markets in a significant way. Initially, the
increasing oil prices also did not appear to worry
investors. However, when in August the price for
crude oil surpassed the 60-dollar threshold and
threatened to rise above 70 dollars, markets were
affected, causing many stock market indices to tem-
porarily lose part of their previous gains.

2. The economic outlook for 2006

2.1 The global economy

Economic growth in the European Union is expected
to continue at a moderate pace in 2006. This is based
on the following assumptions and assessments:

• During the first half of 2006, the US Federal
Reserve will further increase its key interest rates
somewhat. The Bank of Japan will, in the current
year, gradually reduce the unusually generous sup-
ply of liquidity without increasing its key interest
rate. 

• The ECB is expected to further increase its interest
rates during 2006. However, it has made clear that
the decision in early December 2005 is not neces-
sarily the start of a series of
interest rate increases as was
the case in the US. The exact
timing will probably, to a
large extent, depend upon
exchange rate and oil price
developments. Long-term in-
terest rates on both sides of
the Atlantic will follow mone-
tary policy decisions, keeping
the yield curve relatively flat
but stable.

• Fiscal policy will in most
industrialised countries have a
more or less neutral stance
(see Figure 1.8). In the United
States, expenditures on “freely

disposable” items outside the defence ministry are
scheduled to be reduced. However, at the same
time the government is aiming for additional tax
cuts. The additional expenditures reserved for the
damages caused by the hurricanes make it uncer-
tain whether the slightly restrictive fiscal policy
stance of last year will be maintained in the near
future. In the United Kingdom, a slight tightening
of fiscal policy is scheduled. The government plans
to reduce the budget deficit to a level of below
3 percent of GDP during the fiscal year 2006. In
the euro area, existing structural deficits are likely
to remain more or less unchanged (see Section 3).
The consolidation of public finances in Japan will
be reinforced substantially.

• GDP growth in Asia in 2006 is likely to be more or
less the same as last year. The revival of the global
IT cycle at the end of 2005 and the beginning of
2006 could support exports from the region.
However, the high oil price – given the higher ener-
gy intensity of these countries as compared to the
OECD – will most likely lead to a further tightening
of monetary policy. Fiscal consolidation in many
Asian economies will keep the room for fiscal stim-
uli quite restricted. Furthermore, expansionary
impulses from the US will subside somewhat. In
China, the government will continue its policy of
dampening investment demand in specific industries
to achieve a more balanced growth pattern. Partly
due to a small further appreciation of the renminbi
against the US dollar, Chinese growth will be slight-
ly lower than before. This assessment is confirmed
by the 4th quarter 2005 Ifo World Economic Survey
results for China (see Figure 1.13).

• The oil price will fluctuate around its present level
of 60 US dollars per barrel. 
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• The euro/dollar exchange rate will fluctuate
around its present level of 1.20 dollar per euro (see
Figure 1.11).

• Given the above assumptions and the slightly less
optimistic expectations as reported by participants
of the Ifo World Economic Climate survey, world
economic growth is likely to slow down somewhat
during the course of 2006. Relatively higher
growth at the end of last year implies a similar
annual growth rate as last year, that is 41/2 percent
(see Figure 1.14). World trade is expected to
expand by around 7 percent in 2006.

Given the monetary and fiscal developments, the
US will grow less strongly in 2006 than in 2005.
Especially private consumption is likely to expand
at a slower rate. As increased interest rates will make
consumer credit more expensive and dampen
growth in real estate prices, the saving rate is expect-
ed to gradually increase. Inflation will cause real
disposable income to grow at only a moderate pace.
Higher long-term interest rates and slightly deterio-
rated sales and profit expectations will reduce
investment growth only slightly as business expecta-
tions are still favourable. The current account deficit
might improve somewhat due to lower domestic
demand growth and a small effective depreciation of
the dollar. Overall, with a rate of 3.4 percent in 2006
(after 3.5 percent in 2005), actual growth will be
roughly equal to potential growth in the US. With
an expanding labour force, unemployment is expect-
ed to hardly decrease. The inflation rate will, in the
course of this year, decrease somewhat to below
3 percent. 

Supported by domestic and for-
eign demand, the overall expan-
sion of the Japanese economy is
expected to continue at a similar-
ly high pace as last year.
Improved labour market condi-
tions and increased income will
stimulate private consumption.
Investment will rise strongly in
view of the improved sales and
profit expectations. In addition,
the banking sector has experi-
enced higher returns in the recent
past, allowing it to expand lend-
ing. Real GDP is expected to
grow by 2.4 percent in 2006.
Japan appears to have overcome
its structural problems to a large
extent and is heading for relative-

ly stable growth. The negative effects of deflation will
gradually abate as inflation is expected to be 0.3 per-
cent this year.

Overall, growth in China will – despite somewhat
lower investment growth – hardly weaken. The mea-
sures taken by the Chinese government to prevent the
economy from overheating seem to be sufficient. In
2006, GDP is likely to expand by 81/2 percent (as com-
pared to 9.3 percent last year). 

The economic expansion of the other Asian
economies will accelerate somewhat. Real GDP of the
region is expected to increase by approximately
41/2 percent this year, as compared to 4 percent last
year. 

Stability-oriented fiscal and monetary policies in
most parts of the Latin-American region improve its
economic outlook. In several Latin-American coun-
tries, government budget deficits are being reduced
and foreign reserves are increasing. Current accounts
mostly show surpluses. The high prices of raw materi-
als keep benefiting countries like Brazil with heavy
such exports. Real GDP growth in Latin America will
slow down somewhat overall from 4 percent last year
to 31/2 percent this year. 

The further expected strong appreciation of the rou-
ble will make the Russian economy less competitive.
This effect is partly alleviated by much more expan-
sive fiscal policy. Part of the stabilisation funds in
which some of the oil receipts flow will be used to
improve the health care system. Furthermore, salaries

Figure 1.14



in the public sector will increase sharply. In Russia,

economic growth will fall from 53/4 percent last year to

51/2 percent this year. 

Risks and uncertainties

The forecast risks are basically the same as last year.

The internal buoyancy forces in the European Union

and Japan are still not strongly fortified and the situ-

ation in markets for crude oil stays tense. Government

bond yields are extremely low, real estate prices have

kept rising in a large number of countries and the US

current account deficit is not expected to decrease sig-

nificantly this year. Existing external imbalances

could trigger, for instance, a sharp depreciation of the

dollar. Such a sudden correction would have strong

effects on both financial markets and the real econo-

my (see Chapter 2 for further discussion). Moreover,

the Chinese economy could face a hard landing rather

than the assumed soft slowdown. This would also

reduce world economic growth. Hence, the following

forecast for the European economy is based on rela-

tively favourable external assumptions, and major

downside risks remain. These risks are difficult to

quantify.

2.2 The European economy in 2006

Supply-side improvements and risks

Despite the continued recovery of the European econ-

omy, the cyclical slack will remain large. Potential

growth is still lacking the dynamics observed else-

where in the world, as extensively discussed in

Chapter 3. Whereas reducing cyclical slack requires

that the overall stance of macro policies is not tight-

ened too quickly in the upswing, the achievement of

high potential growth requires further structural

reforms. These should aim at improving the function-

ing of markets both for labour (by eliminating rigidi-

ties, as recommended in earlier EEAG reports, and by

increasing the efficiency of education, as discussed in

Chapter 4 of this report) and for products and ser-

vices (by lowering barriers for competition, as dis-

cussed in Chapter 5 of this report). 

Business conditions have improved significantly over

the last couple of years. Equity prices have been

trending upwards since early 2003 and real interest

rates have been historically low since the end of 2001.

Given low inflation expectations and the continued

cyclical slack, wage demands are moderate. As a

result, unit labour costs have been restrained. These

conditions will remain throughout 2006 and keep

conditions for investment financing quite favourable

(see Table 1.1). 

However, so far these developments have hardly been

reflected in actual business investment. The fierce

competition faced by European firms in export and

home markets together with the rising energy prices

have put pressure on profit margins. This can at least

partly explain why the expected rise in fixed invest-

ment did not materialise in Europe last year. 

Another more structural cause could be that with

European enlargement and the ongoing globalisation

process, a greater share of total business investment

has and will be shifted to the new EU countries and

Asian countries, where labour costs are much lower.

Investment in the euro area could therefore remain

lower than in previous economic recoveries. 

Recognising the need to adapt to changing world eco-

nomic conditions, a number of European countries

have implemented – or are still in the process of imple-

menting – reforms to make especially labour markets

more flexible and to reduce overall red tape. However,

it will require time for these new measures to become

effective and the amount of reforms is still insufficient

(see Chapter 3 of this report). Nevertheless, labour

market developments in the euro area during 2005

were somewhat stronger than expected in our report

last year. As aggregate demand did not outperform

our expectations, we reckon that these can be seen as

first moderate signs of success, indicating that politi-

cal opposition against such reform efforts should be

resisted. Further structural reforms – as proposed in

previous EEAG reports – are urgent in order to fur-

ther raise employment rates over the medium term, in

particular as the employment target set in Lisbon in

2000 to increase the total employment rate (of those

aged 15 to 64) to 70 percent by 2010 still seems out of

reach. In 2004, the total employment rate in the euro

area stood at 63 percent, which implies that each year

this ratio is required to increase by, on average, more

than 1 percentage point if the Lisbon goal is to be

achieved. Since 2000, the average increase has been

less than 0.4 percentage points per year. 

Development of demand components in the euro area

This year the restraining effects of higher oil prices

are likely to gradually abate. Current and leading

indicators point towards an improved business cycle

development in the last part of 2005 and the first half
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of this year. For instance, survey data compiled in the
last quarter of 2005 show that assessments of actual
and future business situations have improved (see

Figure 1.16). Even for Germany

both dimensions of recent busi-
ness survey results point to an
upturn in the manufacturing
industry (see Figure 1.15). 

The depreciation of the euro last
year has improved competitive-
ness of the euro area. Also given
the continued strong world econ-
omy, exports are expected to
grow at increasing rates. Im-
proved domestic demand will
also stimulate imports. Export
growth will be higher than import
growth, thereby letting net ex-
ports make a positive contribu-
tion to GDP growth with 0.2 per-
centage points (as compared to a
contribution of – 0.1 percentage
points in 2005). However, a good
part of European exports is
intra-European, and as Europe is
forecasted to remain less dynam-
ic than other regions in the world
(see Figure 1.17), the export mar-
kets of European countries will
expand less than world trade.

Stable oil prices will allow profit
margins to improve. Together with
increased foreign demand as well
as continued favourable financing
conditions, we expect – with a
growth rate of 3 percent – a
stronger increase in investment
than we have seen in the past five
years. However, due to cyclical
slack most investments will not be
intended to increase capacity, but
rather to rationalise and mod-
ernise existing capital to be able to
sustain the increased global com-
petition. Given weak investment
over the past years, there is
mounting pressure to modernise
the capital stock.

Gradually improving labour
market conditions and moderate

wage increases will allow private consumption growth
to increase somewhat in the course of the year. On
average, private consumption is expected to increase

Figure 1.15
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by 1.4 percent in 2006, as com-
pared to 1.3 percent last year.
The energy price increases will
continue to have a negative after-
effect on consumption during the
first half of this year.

Growth, employment and inflation

Leading indicators point to some
improvement in cyclical condi-
tions over the near term. Real
GDP growth in the euro area is
expected to increase to around
2 percent this year, as compared
to 1.4 percent in 2005 (Figure
1.18). Growth will marginally
exceed its earlier trend, so the
output gap (measured relative to
trend output) will start to shrink.
The growth gap between the
European Union and the United

States will narrow somewhat.
For the fourth year in a row,
Japan is likely to outperform
Europe when it comes to overall
GDP growth (Figure 1.17). 

After a significant decrease dur-
ing 2005, the unemployment rate
in the euro area will only be
reduced slightly this year as
employment growth is expected
to remain modest (Figure 1.19).
The unemployment rate will
decline moderately to a level of
somewhat above 8 percent in the
euro area at the end of the year
(see Figure 1.20). 

Assuming a stable oil price, the
annual inflation rate in the euro

area over the year will fall back
to slightly below 2 percent for
this and the next year, after
2.2 percent last year. 

Differences in output growth 

within Europe

Despite the general recovery in the euro area (and in
the European Union as a whole), there are significant
differences in the growth performance among countries

(see Figure 1.21). Whereas Ireland, Luxembourg,

Finland, Spain and Greece will keep experiencing
growth rates above 3 percent, Italy, Portugal and Ger-

many will remain well below the European average. 
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Beside cyclical slack, structural problems appear to be
a main cause of the low-growth performance of Italy,

Germany and Portugal. Despite the fact that previous
labour market reforms have caused employment in
Italy to expand significantly, there is still a high degree
of resistance against removing rigidities in labour,
product, and services markets and reducing red tape.
The initial decline in interest payments in Italy’s fiscal
budget due to lower interest rates accruing from
EMU qualification has over time been used to finance
additional spending without reducing the high debt
burden to a sufficient degree. Also in Germany, the fis-
cal deficit appears to a large extent to be of a struc-
tural nature. Key factors here are the weakness in
labour markets and the need for continued wage mod-
eration. As tax and social security revenues rely heav-

ily on wage income, the revenue
base of the public sector is erod-
ing. At the same time, high and
long-lasting unemployment bene-
fits and social transfers put pres-
sure on expenditure. This shows
that important synergies exist
between public finances, the
labour market, and social securi-
ty reform. In Portugal, lagging
productivity growth, strong wage
increases in the past, and rising
competition from emerging mar-
ket countries have eroded exter-
nal competitiveness. In Italy,

Germany and Portugal, domestic
demand remains relatively weak. 

The near-term outlook for
France has improved and GDP
growth is expected to average
about 2 percent this year. Im-
provements in the business envi-
ronment will help sustain invest-
ment, and the weaker euro will
draw in additional external
demand. 

Real GDP growth in the UK will
increase to 2.4 percent this year
(after 1.7 percent in 2005). In-
creasing disposable income will
stimulate consumption and nev-
ertheless allow room for the sav-
ing rate to rise again. Investment
is likely to recover.

Economic growth in the new EU
member states will revive somewhat in 2006. Real
GDP is expected to increase, on average, by around
41/2 percent (as compared to 4.2 percent in 2005).
Private consumption growth will accelerate and
investment – also due to the more expansionary mon-
etary policy stance in many of these countries – will
expand strongly. Increased international trade with
the euro area in particular will stimulate these
economies. Inflation will be moderate, but probably
higher than is allowed according to the convergence
criteria for EMU entry. 

In the Czech Republic further interest rate increases
will put upward pressure on its currency. The resur-
gence in private consumption and capital investment
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will keep growth at a level of around 41/2 percent. Not
only monetary policy but also productivity improve-
ments will keep inflation low. As domestic demand
strengthens, the current account deficit will increase
further.

Economic growth in the largest
new EU member state, Poland, is
forecasted to increase to 4 per-
cent this year. Inflation will
remain low as high unemploy-
ment continues to limit infla-
tionary pressures. 

3. Macroeconomic policy

Our macroeconomic forecast is
thus one of a modest recovery in
the euro area in 2006, with actual
output growing slightly faster
than potential output (see
Box 1.3). In 2007, the pace of the
recovery is likely to be similar. As
compared to other regions in the
world, the cyclical upturn is fair-
ly modest. At the same time
potential growth is relatively low.

Raising potential growth in the
euro area will require structural
reforms in labour, product and
services markets. This has been a
recurrent theme in previous
EEAG reports. In this report,
growth-enhancing reforms in
product and services markets as

well as of education systems are
analysed in Chapters 3–5. Many
of these reforms can be accom-
plished at low budgetary costs
and can therefore be pursued
despite tight fiscal positions in
most member states. Progress
with product market reforms to
reduce prices will also help cush-
ion the impact of wage modera-
tion – assisting firms to survive in
globalised markets – on worker
real incomes. 

With respect to cyclical stabilisa-
tion, there are two fundamental

issues to be addressed. The first concerns the appro-
priate aggregate stance of demand policy. For that we
need to analyse the demand effects of monetary and
fiscal policy in conjunction. The second issue con-
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cerns the appropriate balance between monetary and
fiscal policy. The first issue is more difficult to analyse
in view of the uncertainties regarding future price and
output developments. It is easier to form a view on the
appropriate monetary-fiscal-policy mix, but difficult
to see how it would be implemented.

3.1 Monetary policy

The overall fiscal policy stance in
the euro area – as measured by
cyclically adjusted government
net lending – is expected to remain
more or less unchanged over
2006–07 (see Figure 1.7). Under
that – from our point of view –
realistic assumption, changes in
the aggregate demand policy
stance will mainly be determined
by monetary policy. A lively dis-
cussion on this was triggered by
the decision of the ECB in
December last year to raise its
refinancing rate from 2 to
2.25 percent. Although the Presi-
dent of the ECB made clear in the
accompanying press conference
that the move did not signal any
ex-ante decision to initiate a series
of increases, it is generally be-
lieved that a further tightening of
monetary policy is likely.

The ECB has motivated the inter-
est rate rise by upside inflation
risks relating to “uncertainties
arising from oil market develop-
ments, the pass-through of previ-
ous oil price increases to con-
sumers via the domestic produc-
tion chain, the possibility of sec-
ond-round effects in wage and
price-setting behaviour, as well as
further increases in administered
prices and indirect taxes” (ECB
2005). In addition, reference was
made to large increases in mone-
tary aggregates related to high
credit demand (in particular for
mortgage loans) (see Figure 1.25).
The immediate aim of the policy
change was presented as “keeping
medium to long-term inflation
expectations anchored at levels
consistent with price stability”.

It is, in our view, difficult to gauge whether or not the
interest rate rise was premature given the definition of
price stability (an inflation rate below, but close to,
two percent in the medium term) chosen by the ECB.

Box 1.3 

Trend and cycle in the euro area 

For the evaluation of monetary and fiscal policy, it is necessary to assess potential 

GDP and the output gap (the difference between actual and potential output). In the 

following, using different time-series methods, a decomposition of real GDP for the

euro area into trend and cyclical components is carried out for the period 1970 to

2005.

The most used procedure for the extraction of the trend component from the

observed time series of real GDP is the Hodrick-Prescott (1997) filter (HP). The 

trend is determined such that, on the one hand, it does not deviate too far from the

actual development and, on the other hand, displays a smooth course. The relative 

weight of the second requirement (smoothness of the trend component) is control-

led via a smoothing parameter that must be set á priori. For annual data a parameter

value of 100 is usually set (HP100).

The Rotemberg (1999) filter (RO) is constructed – similar to the Hodrick-Prescott

filter – such that the trend has a smooth course; the smoothness parameter is

calculated such that the change of trend growth within n years is independent of the

current cyclical component. On the other hand, the covariance between the cyclical

components in a specified time distance k is to be minimal. The Rotemberg filter

produces, as a rule a very regular course of the trend growth rates. In accordance

with Rotemberg’s proposal, values of four years for k and one year for n are used

(RO(4.1)).

Another class of filters is based on the idea that time series can be represented as

the sum of oscillations of different frequencies. It is often argued that the cyclical

component consists of all oscillations with periodicities of between two and eight

years (Baxter and King 1999). Estimates with this setting, however, display trend

growth rates for euro area GDP that again have strong oscillations with a

periodicity of about 9 years. For this reason the results for the cyclical component

presented in the following are based on extracted oscillations of between 2 and

12 years. Since an “ideal” filter for the measurement of the cyclical component

requires an infinitely long observation period in theory, it cannot be constructed in

practice. Therefore a number of approximation methods are proposed. The Baxter

and King filter (BK) is based on the approach that sets the cyclical component (and

symmetrically also the trend component) as a finite moving average with

symmetrical weights. For the extraction of the unobserved components, Baxter and

King recommend using three years before and three years after the respective date.

At the end of the sample, a component calculation is thus no longer possible. The 

problem is “solved” by employing forecasted values for three years. With the 

Christiano and Fitzgerald (1999) filter (CF), the trend component depends on all

observed values of the sample. With this procedure, component estimates without 

additional forecasting can be carried out at the end of the sample. However, these 

estimates are extremely unreliable.

Finally a univariate unobserved components model (UC) is estimated. Here the

observed time series of real GDP is decomposed into a trend component, a cyclical

component and an irregular component. Every one of these components is specified

as a stochastic process and the model is estimated by using the Kalman filter. The 

results presented in the following are based on a model in which the trend

component is specified as a random walk of the second order and in which two 

cycles are allowed. The estimated periodicity of the short cycle is about 4 years;

that of the long cycle about 9 years.

For the calculation of the Hodrick-Prescott filter, the Rotemberg filter, the Baxter-

King filter and the Christiano-Fitzgerald filter for the year 2005, predicted values

are used for real GDP in 2006-08. A growth rate of 2 percent is assumed for 2006,

and 2.2 percent for 2007 and 2008. Lower growth rates alter the results for 2005

only slightly.

Figure 1.23 and Figure 1.24 show that the individual methods supply different

results. A general result is that the trend growth rate declined in the past five years.

In 2000 the estimates were between 2.0 and 2.5 percent (at an average value of

2.2 percent), in 2005 between 1.5 and 2.1 percent (average value: 1.75 percent).

The trend growth rate decreased in the past five years by nearly half a percentage

point.



What is clear, however, is that the interest rate move
raises a number of questions which should be openly
discussed.3

A first issue concerns the responses to the oil price
increases. If one regards them as a temporary supply
shock, an overshooting of the inflation ceiling has to
be accepted in the short run. Some reaction to a tem-
porary supply shock can be part of the policy
response. Monetary policy should react strongly to
any increases in inflation expectations above target
but only moderately to changes in output gap expec-
tations. The choice of speed of adjustment back to
equilibrium can be an additional consideration.
According to the ECB’s own forecast after the
December 2005 interest rate increase (assuming an
unchanged interest rate in the future), headline infla-
tion in 2007 will be between 1.4 and 2.6 percent (the
mid point of the band thus being exactly 2 percent).
This is in line with our estimate of 1.9 percent for this

and next year. The ECB does not
itself publish output gap calcula-
tions, but according to our own
estimates there will still be a neg-
ative gap of 1/2 percent of poten-
tial GDP this year, which will
then approximately close in 2007.
These forecasts do not give clear
guidance to assessing the appro-
priateness of the interest rate
increase in December 2005 by the
ECB. This is because inflation
expectations are at best only
slightly above target, whereas
output gap forecasts are slightly
negative. A further question to be
asked is whether it would have
been more appropriate to trade
off a slower reduction of infla-
tion against an even smaller loss
of output over this horizon. The
counter-argument would be that
this potentially allows inflation
expectations to surge. 

Similar issues concern the mone-
tary policy responses to VAT
changes. It is estimated that the
planned German VAT increase of
three percentage points in 2007

will have a non-negligible effect of approximately
0.3 percentage points on headline inflation in the euro
area.4 Interpreting the VAT increase as a supply shock
suggests that a direct response to it is not necessarily
inappropriate. However, the more important issue is
whether the VAT increase leads to higher inflation
expectations. The 0.3 percentage point increase in the
CPI is a purely mechanical calculation that neither
takes the demand nor the supply effects into account.
The VAT increase could be seen by the private sector
as a one-time shock that has only a small effect on
inflation expectations. So it is unlikely that expected
inflation for 2007 will rise by as much. In addition, the
VAT increase also affects the equilibrium level of out-
put, the output gap and expectations of them, but
there are no estimates of these effects. 

A third issue has to do with the estimates of potential
output. The ECB President, Trichet, pointed out at
the press conference after the 2005 interest rate rise
that there is overall consensus that previous estimates
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3 Here, the ECB’s lack of transparency is an obstacle to such an
informed discussion, as the bank’s deliberations are not fully dis-
closed. See De Haan et al. (2005) for a further discussion.

4 This estimate includes the effects of the accompanying decrease in
payroll-taxes in Germany on headline inflation.
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of potential output growth in the euro area need to be
adjusted downwards (from close to 2.5 percent to
somewhere closer to 2 percent).5 This implies that the
ECB considers the euro area output gap to have been
overestimated in the past. If the downward revisions
of potential output growth apply to a longer earlier
period, the ECB may even believe that there does not
exist any significant negative output gap at present.
As elaborated in Box 1.3, we estimate potential out-
put growth to be even below 2 percent. This in turn
implies that – given the assumed increases in the
ECB’s interest rates during 2006 and the forecasted
economic development – there will indeed be no out-
put gap left in 2007. Also, if one believes the recent oil
price increases to be permanent, they may reduce
potential output further. This would provide argu-
ments for tightening monetary policy. On the other
hand, recent labour market reforms in some countries
– although insufficient – may have increased equilib-
rium employment, which is a key determinant of
potential output. This may apply to Germany in par-
ticular, where unemployment benefit levels have been
reduced and stricter requirements imposed on the
unemployed. In addition, the productive potential
may have increased due to lengthening of working
hours in some parts of the economy, as discussed in
last year’s EEAG report.6 Although very difficult to
estimate, there is a need for an open discussion of how
large output gaps are believed to be, since they are
crucial for judging future inflation risks.

A fourth issue is how best to deal in actual policy with
the uncertainties that always surround output gaps.
The Greenspan method in the US in the 1990s was to
test the estimates of output gaps “on the upside” by
allowing actual output to increase above convention-
al estimates of potential output (and employment to
increase above conventional estimates of its equilibri-
um level) and then watch what happened to inflation.
When it did not increase, the policy experiment could
be repeated and employment be allowed to expand
further. This policy is often credited with having con-
tributed to high growth in the US in the 1990s. The
inclination of the ECB seems to be the reverse one of
preferring errors “on the downside” and for safety’s
sake rather accept a negative than a positive output
gap. This is understandable in view of the fact that the
ECB has not so far been able to bring headline infla-
tion below the two percent ceiling, but it carries with
it the risk that demand is held unnecessarily low (even

given the structural rigidities characterising the euro
area economies). This may be a price that is paid for
such a low inflation objective that small deviations of
actual inflation from it carry little information
regarding the output gap and thus the long-run infla-
tion risks: this would be the case if nominal rigidities
make inflation at low rates unresponsive to changes in
cyclical conditions, so that small variations in infla-
tion are then mainly determined by “noise”.7

Another issue is what role the so-called “first pillar” in
the ECB’s monetary policy strategy is actually play-
ing: according to that, the annual increase of broad
money (M3) should not normally exceed a reference
value of 41/2 percent. Money growth since 2001 has
consistently exceeded this value (see Figure 1.25). The
monetary pillar has been heavily criticised as a guide
for future inflation, because the relationship between
money growth and inflation is quite unstable, at least
as long as inflation is at moderate levels. At best, the
monetary pillar does not add any information addi-
tional to that of an inflation forecast based on all rel-
evant factors. Despite that, the ECB has often used
monetary developments to motivate interest rate deci-
sions, although the monetary pillar does not – accord-
ing to recent research – appear to have played any sig-
nificant role for actual policy decisions.8 Hence, it
may not have done much harm. However, in the moti-
vations for the December 2005 interest rate increase,
references to recent rapid money growth again fea-
tured prominently. 

Finally, the way the December 2005 interest rate deci-
sion was communicated has been criticised in the
media and by ECB watchers. Already a fortnight
before the actual ECB Governing Council meeting in
which the decision supposedly was made, its
President, Trichet, made public statements about the
move at hand, which basically did not allow any other
decision in December to be made without a loss of
credibility. This action was initially seen by many
observers as the start of a series of interest rate
increases. After the press conference, the opposite
belief that no further interest rate changes were to be
expected settled in. Additional statements by ECB
officials during the next few days were needed to
make clear that the ECB, of course, is always com-
mitted to increasing interest rates if inflation risks

5 Trichet (2005).
6 The fact that hourly wage costs in Germany remained more or less
constant in 2005 (see Table 1.1) might be an indication of an increase
in the equilibrium rate of employment.

7 This point has been made by De Grauwe (2002) in particular.
8 De Haan et al. (2005) report that monetary developments on sev-
eral occasions have been used to justify interest rate decisions. In an
econometric analysis, Berger et al. (2006) show that, despite much
discussion devoted to monetary issues in the introductory state-
ments, money growth has hardly affected the overall policy stance
and actual interest decisions.



rise. Hence, instead of improving predictability – as
was the official position of the ECB – the early state-
ment by the ECB president this time tended to induce
confusion.

3.2 Fiscal policy

Fiscal policy in the euro area in 2003-05 has been
characterised by an aggregate budget deficit close to
3 percent of GDP (see Table 1.2). As a consequence,
the earlier trend towards a reduction of the aggregate
government debt-to-GDP ratio has been broken and
the government debt ratio has started to increase
again (reaching close to 72 percent in 2005, see Figure
1.22). Budget developments have differed consider-
ably among countries, but aggregate euro area devel-
opments have been dominated by the deficits and
debt increases in the three largest economies: France,

Germany and Italy.

A similar situation is likely to prevail in the coming
years. Aggregate euro area government net borrowing
is forecast to remain close to 3 percent of GDP and
the aggregate government debt ratio may at best sta-
bilise around the present level. 

The euro area fiscal situation is worrying. The prima-
ry reason is the future budget pressures from demo-
graphic developments, as has been discussed in earlier
EEAG reports.9 One important adjustment mecha-
nism is to reduce government debt substantially
before demographic pressures set in with full force.
There is a serious risk of underestimating the need for
this because low interest rates are currently holding
down interest costs for government debt. This has
been reflected by a reduction in interest payments on
government debt by 0.7 percent of GDP (from 3.9 to
3.2) between 2001 and 2005 in the euro area. As a con-
sequence, there has been a smaller deterioration in the
overall budget balance (from – 1.8 to – 2.9 percent of
GDP between 2001 and 2005) than of the primary
balance (from 2.0 percent of GDP to 0.3 percent).
Although the reasons for the currently low long-term
interest rates are not well understood (see our discus-
sion in Chapter 2), it is risky to count on interest rates
remaining as low as they are now (relative to GDP
growth) (see Figure 1.3). 

Government debt developments will be highly vulner-
able to rising interest rates. With a government debt-

to-GDP ratio of 72 percent in the euro area, a rise in
the average interest rate on government debt relative
to GDP growth by one percentage point would under
otherwise equal circumstances cause an increase in
the debt-to-GDP ratio by 8 percentage points over a
ten-year period. A rise by two percentage points
would cause an increase by 17 percentage points. 

3.3 The mix between fiscal and monetary policy

One can also view the fiscal policy problem as the
result of a co-ordination failure with monetary policy.
There is ample empirical evidence that monetary and
fiscal policies are so-called strategic substitutes.10 This
implies both that more expansionary fiscal policy trig-
gers more contractive monetary policy and that more
contractive monetary policy triggers more expansion-
ary fiscal policy.11 The conclusion is that the euro area

budget deficits during the recent downturn prevented
the ECB from lowering interest rates more than was
done. At the same time, this monetary policy provid-
ed incentives for fiscal policy makers to run larger
budget deficits than would otherwise have been the
case. 

The co-ordination failure of monetary and fiscal poli-
cies in the euro area is likely to persist during the com-
ing recovery. In the absence of more restrictive fiscal
policy, monetary policy will be tightened instead. And
the tightening of monetary policy will weaken the
incentives for fiscal consolidation. It would be a much
better policy mix – in terms of preparing for future
demographic pressures and stimulating growth-
enhancing investment – to tighten fiscal policy and
leave interest rates at low levels. 

There are two main arguments against the recom-
mended policy mix. The first is the risk that a failure
to raise interest rates enough could add to housing
price increases that will prove destabilising: the argu-
ment is that the adjustments accompanying a subse-
quent fall could cause or amplify an economic down-
turn. Although we do not find strong reasons to
believe in housing price bubbles in Europe (see
Chapter 5 of last year’s report), this risk could be an
argument for policies “leaning against the wind” in
housing markets. But in view of the large differences
in housing price developments among euro area coun-
tries, monetary policy is not the most suitable instru-
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9 See in particular Chapter 2 in the 2003 and Chapter 4 in the 2005
report. See also Public Finances in EMU (2005).

10 See, for example, Mélitz (1997, 2000), Wyplosz (1999) and von
Hagen et al. (2000).
11 The US, where both fiscal and monetary policy were rather expan-
sionary in the recent past, appears to be a clear exception.
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ment if one wants to influence price developments in
housing markets. Instead, selective fiscal policy mea-
sures at the national level, such as variations in stamp
duties, would seem preferable.12

Another argument against holding back interest rate
increases is that current interest rates are so low that
there is not much room for lowering them further in
the event of a recession (the liquidity trap argu-
ment). However, this is rather an argument about
what should be the appropriate inflation target, as
this in turn has implications for the so-called neutral
nominal interest rate (the nominal interest rate the
central bank should choose when inflation coincides
with its target and output is at the potential level).
This will be discussed in the concluding section of
this chapter.

Co-ordination failures and the Stability Pact 

A suboptimal mix of monetary and fiscal policies in
the euro area does not come as a surprise. The likeli-
hood of such a co-ordination failure has been point-
ed out ex ante in a large research literature. First, this
literature has identified a number of reasons for a
deficit bias of fiscal policy at the national level.13

These include myopic behaviour by governments
and voters, lobbying of interest groups for specific
expenditure increases (common-pool problems), a
desire by political parties to favour their own con-
stituencies while in power (strategic considerations),
and attempts to raise output above its equilibrium
level through aggregate demand increases (time-
inconsistency problems). Such a deficit bias of fiscal
policy is bound to trigger a contractive monetary
policy on the part of a central bank aiming for low
inflation. 

The literature has emphasised that the deficit bias at
the national level may be exacerbated in a monetary
union. The argument is that governments will then no
longer take full account of the adverse effects of
deficit increases, as they can partly be shifted on to
other member countries.14 Notably, the interest rate
responses will be attenuated, since the ECB targets
euro area inflation, and the fiscal policy of each euro
country will have only a small effect on that. Hence,
anticipated monetary policy responses constrain fis-
cal policy by much less if a country is a member of

EMU than if it is not. The result may be a “bad equi-
librium” for the euro area as a whole with too expan-
sionary fiscal policy and too contractive monetary
policy. This reflects a collective action problem.
Governments do not cut deficits because they are not
convinced that the ECB will reward such action
through looser monetary policy. And the ECB does
not loosen monetary policy, because it is not con-
vinced that this will induce governments to cut
deficits. 

The original establishment of the fiscal rules in the
Maastricht Treaty and the Stability Pact can be seen
as a way of overcoming both the deficit bias at the
national level and the risk that it will be aggravated by
the interaction between decentralised fiscal policy and
centralised monetary policy in the EMU. The numer-
ical constraints on government deficits and debts
worked, in the sense of helping to achieve fiscal con-
solidation, in the run-up to the EMU in the 1990s,
when the prospect of EMU entry represented a large
and highly visible “monetary policy reward” for fiscal
discipline. Once the EMU started, the constraints
gradually lost their bite because of political unwill-
ingness to enforce the rules through the use of the
sanction mechanisms in the fiscal policy framework.
Under the original Stability Pact, there was in fact
only one case, the Netherlands in 2003, where the stip-
ulated excessive deficit procedure to deal with coun-
tries breaching the deficit ceiling of 3 percent of GDP
was clearly followed as envisaged. In other cases –
France and Germany being the most conspicuous ones
– this did not happen.15 The de facto collapse of the
Stability Pact was confirmed de jure by the formal
revisions agreed by EU finance ministers in March
2005. The most important changes are summarised in
Box 1.4.

It has been argued that the breakdown of the Stability
Pact is logical.16 The discretionary, political decision-
making in the excessive deficit procedure can poten-
tially handle the problem of fiscal policy spillovers
among the EMU countries, but it does not address the
national deficit bias problem. Hence, there are strong
incentives for EU finance ministers, subject to such a
bias, to collude in the Ecofin Council when making
decisions on individual countries. Indeed, this was
exactly what happened in 2003 when the Council
decided to put the excessive deficit procedures against

12 See HM Treasury (2003) for a discussion of this option.
13 See, for example, Calmfors (2005) for an overview. 
14 See, for example, Allsopp and Vines (1998), Beetsma and Uhlig
(1999), Dixit and Lambertini (2001), Gatti and van Wijnbergen
(2002), Allsopp and Artis (2003), and Chari and Kehoe (2004).

15 In the case of Portugal, the excessive deficit procedure opened in
2002 was closed in 2004, despite that government debt was above 60
percent of GDP and increasing. The cases of Germany, France and
Greece are discussed in the text. 
16 See in particular Bonatti and Cristini (2005).
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Box 1.4 

The reform of the Stability Pact

The so-called Stability Pact (formally the Stability and Growth Pact), originally established in 1997, defines the operational

contents of the fiscal rules in the EU Treaty. The pact consists of a preventive arm, designed to prevent large deficits from

occurring in the first place, and a corrective arm, designed to deal with large deficits once they have arisen. EU ministers of

finance (the Ecofin Council) agreed on a reform of the Stability Pact in March 2005 (Ecofin Report 7423/05). The changes were

incorporated into two new Ecofin Council Regulations (1055/2005 and 1056/2005) in June 2005.

The most important changes concern the so-called excessive deficit procedure in the corrective arm, that is the procedure that

should start when a country has a budget deficit above three percent of GDP and/or a government debt-to-GDP ratio that is above

60 percent and not falling “at a satisfactory pace”.a)

One set of changes concerns the exemption clauses, that is the provisions defining when a deficit exceeding three percent of GDP

is permitted. In general, a deficit above the three-per-cent limit is not considered “excessive” if it results from “a severe economic

downturn”. According to the original Stability Pact, an annual GDP fall of more than two percent was automatically regarded as

such a downturn and a fall of more than 0.75 percent could be (after a discretionary decision by the Ecofin Council). After the

reform, it is enough with negative growth for the cyclical downturn exemption to apply. It will also apply if a large negative

output gap develops cumulatively over several years, without any need for negative growth in a single year.

According to the original Stability Pact, “all other relevant factors” should also be taken into account in the evaluation of whether

a deficit is excessive. The revised Stability Pact emphasises the importance of this stipulation by enumerating a number of such 

factors. They include “potential growth, prevailing cyclical conditions, the implementation of policies in the context of the Lisbon 

agenda and policies to foster R&D and innovation” as well as “fiscal consolidation efforts in ‘good times’, debt sustainability, 

public investment and the overall quality of public finances”. In addition, the revised pact stipulates that consideration should be

given to “any other factors which, in the opinion of the Member State concerned are relevant”. These factors are exemplified with

“budgetary efforts towards increasing or maintaining at a high level financial contributions to fostering international solidarity and 

to achieving European policy goals, notably the unification of Europe”.

The widened cyclical downturn exemption is reasonably well-defined, but the formulations on “other relevant factors” are so

vague and encompassing that they open up for lax interpretations. This is, however, to some extent constrained by a stipulation

that “the other relevant factors” shall be taken into account only if the deficit remains “close” to the three-per-cent ceiling and the

excess over it is “temporary”.

The most radical changes refer to the deadlines for correcting deficits that have been classified as excessive by the Ecofin

Council. According to the original pact, an excessive deficit in year t, which will normally be identified in year t+1, should – 

unless there are special circumstances” – be corrected in year t+2. The revised Stability Pact allows for extended deadlines. First,

the possibilities to set the initial deadline one year later (in year t+3) are increased. This is done through the provision that the

existence of “special circumstances” will be judged after a “balanced overall assessment” of the same “other relevant factors” that

can justify why a deficit above three percent of GDP should not be classified as excessive in the first place. In addition, an

extended initial deadline can be set if an excessive deficit is so large that it cannot be eliminated through an improvement in the

cyclically adjusted fiscal balance of 0.5 percent of GDP (net of one-off and temporary measures).

Second, the revised Stability Pact allows for later-stage extensions of the deadlines and for repetitions of both a recommendation

and a notice (which represents a later and stronger request) from the Ecofin Council to a country to correct an excessive deficit. 

Such later-stage extensions are to be based on considerations regarding the same “other relevant factors” as discussed above. A

condition that needs to be fulfilled is that “unexpected adverse economic events with major unfavourable consequences for

government finances” have occurred during the course of the excessive deficit procedure. The possible extension is one year, both

in the case of a repeated recommendation and in the case of a repeated notice.

In sum, the new possibilities of extending deadlines imply that an excessive deficit that arises in year t may not have to be

corrected until in year t+5 instead of in year t+2 as was the understanding in the original Stability Pact. This represents a

fundamental weakening of the rules, as it also postpones the imposition of sanctions if excessive deficits persist. A country with

continued excessive deficits may now not have to pay a deposit until in year t+6 and such a deposit cannot be converted into a

fine until in year t+8.  

A number of other changes have also been made. The agreement of the finance ministers calls for an increased emphasis on the

debt criterion in the pact (the requirement that a debt ratio above 60 percent of GDP should be “sufficiently diminishing”). The 

agreement also states the need for “enhanced budgetary discipline in economic good times”. The Commission is now obliged al-

ways to write a report if a country exceeds the three-per-cent-of-GDP deficit limit (which it needed not do earlier if it considered

an exemption clause to apply). The medium-term fiscal objectives according to the preventive arm of the pact (earlier specified as

cyclically adjusted budget outcomes of “close to balance or in surplus”) will in the future be differentiated among countries

(mainly on the basis of differences in potential growth rates and government debt levels) “within a defined range between

– 1 percent of GDP and balance or surplus in cyclically adjusted terms”. Countries that have not reached their medium-term ob-

jectives are to achieve “a minimum annual adjustment” of 0.5 percent of GDP as a benchmark. In case a country deviates signify-

cantly from its medium-term objective and risks running an excessive deficit, the Commission is expected to give policy advice as

a substitute for the previously stipulated early warnings from the Ecofin Council (which have proved difficult to agree on). 

The reform of the Stability Pact has been argued to represent a balanced compromise (see, for example, Public Finances in EMU

2005 or Buti and Franco 2005), where changes working in the direction of weakening fiscal discipline (those referring to

exemption clauses and deadlines) are counterbalanced by other changes helping to strengthen fiscal discipline (those summarised

in the preceding section). We do not share this interpretation, since the latter changes all concern the “soft parts” of the pact,

where stipulations are not backed by sanction possibilities. The crucial changes are the new possibilities of extending deadlines in

the excessive deficit procedure and the associated postponement of sanctions.

The reform of the Stability Pact widens the scope of discretionary, political decision-making in the excessive deficit procedure.

The original justification for the EU fiscal rules was to counteract the deficit bias arising from discretionary fiscal policy making

at the national level. This constraining force was radically weakened already under the old Stability Pact as decision-making in the

excessive deficit procedure gradually became more discretionary. The reform of the Stability Pact does not address this problem.

Instead it aggravates it.

It has been argued that more “flexible” fiscal rules would increase their legitimacy and thus facilitate enforcement (see, for

example, Buti and Franco 2005). This argument would have carried some weight if the revision of the rules had taken the form of

only a few well-defined amendments, introducing transparent contingency clauses. But the argument does not hold when other

policy objectives are to be taken into account in a discretionary and loosely defined way. Strict ex post sanctions against violations
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France and Germany on hold.17 The reform of the
Stability Pact can be interpreted as an extension of
such collusion from the level of decisions on individ-
ual countries to the level of decisions on institutional
design. 

As can be seen from Table 1.2, there are at present five
euro area countries with deficits above 3 percent of
GDP. The countries are France and Germany (since
2002), Greece (since 1997, although the excessive
deficits were identified first in 2004), Italy (since 2003,
although the excessive deficits were identified first in
2005) and Portugal (since 2005). According to the
original Stability Pact, Greece in February 2005 was
given an extended deadline until 2006 to correct its
excessive deficit (two years after the identification)
despite a debt-to-GDP ratio of around 110 percent
and despite earlier statistical misreporting that had
allowed the breaches of the deficit ceiling to go unno-
ticed for as long as seven years. After the reform of
the Stability Pact, Italy and Portugal have both been
given extended deadlines of one year (until 2007 for
Italy and until 2008 for Portugal) to eliminate their
excessive deficits. 

The three cases of Greece, Italy and Portugal all set
lax precedents for the future: considerations regard-
ing the cyclical situation and the short-term pains
associated with large fiscal efforts have been given
much larger weight than considerations regarding
debt developments and long-term fiscal sustainabili-
ty. However, the decisions on France and Germany

will be even more important for the future possibili-
ties of enforcing the EU fiscal rules. The formal sit-
uation of these two countries has been unclear after
the legal dispute regarding the Ecofin Council deci-
sion in late 2003 to put the excessive deficit proce-
dures against them on hold. But there appears now
to be an understanding that the two countries will be

phased into the new fiscal framework in such a way

that they get until 2007 to reduce their deficits below

3 percent of GDP. This implies a total extension of

the original deadlines (which were set at 2004) by

three years. As is clear from Box 1.4, this is stretch-

ing the revised rules to a maximum, and probably

even beyond that, as such a long extension should

require the occurrence of new “unexpected adverse

events”. This will establish a very lax precedent for

the future. The consequence will be that the credibil-

ity also of the revised Stability Pact is undermined

from the very start.

Are there future hopes for a better policy mix?

The watering-down of the Stability Pact leads to pes-

simistic conclusions on future fiscal discipline and the

possibilities to achieve a better balance between fiscal

and monetary policy in the euro area. The loosening

of the pact is now a political fact. It is unlikely to lead

to any dramatic consequences in the near future.

Weaker incentives for fiscal discipline are instead

more likely to produce a “creeping crisis” where gov-

ernment debt levels in some countries may gradually

be edging up. The political preconditions for strength-

ening fiscal discipline again will not emerge until gov-

ernment indebtedness is again widely regarded as a

major economic-policy problem. 

Still, it could be worth reflecting on various ways of

trying to re-establish stronger incentives for fiscal dis-

cipline and a more appropriate macroeconomic poli-

cy mix. We see basically three kinds of initiatives that

could help launch such a process at some point in the

future.

A first possibility is a strengthening of national fiscal

policy institutions. This could involve a clearer defin-

ition of fiscal policy objectives and clearer guidelines

for how fiscal policy should be used to stabilise the

business cycle as well as the establishment of national

fiscal policy councils with the task of monitoring that

government policies are consistent with pre-set objec-

tives. Earlier EEAG reports have discussed such pro-

of rules that are not clearly defined are not likely to command legitimacy. Also, the more discretionary decisions leading to

sanctions are, the larger the risk that the state being exposed to them will regard them as “hostile actions” by other member states.

This, too, serves to decrease the probability that sanctions will ever be imposed. 

The most worrying aspect of the reform of the Stability Pact is not the actual changes that have been implemented. It is the

demonstration that the rules are endogenous and likely to change in response to violations of them, at least if the perpetrators are

large countries. Hence, the new looser rules are no more credible than the earlier stricter ones.

a) See Calmfors (2005) for a more complete analysis of the reform of the stability pact.

17 Germany then supported France and vice versa. Both countries
were supported by Portugal (which was also subjected to an excessive
deficit procedure), Italy (which later proved to have exceeded the
three-per-cent deficit ceiling already in 2003) and the UK (also with
a larger deficit than three percent of GDP in 2003/04). In addition,
Luxembourg and Ireland voted in favour of the French and German
positions.



posals thoroughly.18 They would not address the co-
ordination problems associated with fiscal policy
spillovers across EMU countries, but they could alle-
viate the deficit bias problem originating at the
national level, which has been the root cause of the
difficulties of enforcing the Stability Pact.

A second possibility, proposed by Calmfors (2005), is
that a smaller group of EU countries could enter into
enhanced fiscal policy co-operation by undertaking to
uphold more stringent provisions than in the watered-
down Stability Pact and thereby setting an example of
fiscal rectitude for the EU as a whole. The proposal
seeks to exploit the fact that different countries may
have different interest in supranational rules: in gen-
eral one would expect smaller countries – that would
otherwise have problems asserting their interests – to
be more interested in credible rules at the EU level
than the larger countries.19 Possible candidates for
participation could be countries like Austria, Belgium,

Denmark, Estonia, Finland, the Netherlands, Spain

and Sweden; these countries have exerted more fiscal
discipline than the larger countries. 

Such enhanced fiscal policy co-operation might con-
tain both procedural and policy commitments. The
procedural commitments could aim at remedying the
current “disconnect” between policy considerations at
the EU and the national level. Participating countries
could commit to letting the Commission present its
evaluations of national fiscal policy (both within the
fiscal surveillance process and the excessive deficit
procedure) before the national parliaments and to
holding parliamentary hearings and debates on the
basis of them. As concerns actual policies, the partic-
ipating countries could commit to correcting excessive
deficits promptly, and thus not using the possibilities
of extended deadlines in the revised Stability Pact,
except in extreme situations.20

A third possibility would take the problem of co-
ordinating fiscal and monetary policies at its starting
point. It is a common view – which we share – that
attempts at repeated co-ordination of actual policy
decisions (exchanging looser monetary policy for
tighter fiscal policy) are dangerous, because they
might subject the ECB to undue political pressures
and thus compromise its independence.21 But there
may be a stronger case for co-ordination of one-shot
institutional reforms. There are good arguments for
why the ECB should have a higher (and symmetric)
inflation target than today, say 2.5 or 3 percent. This
would reduce the risk of deflation and of being
caught in a liquidity trap in a recession (because the
neutral nominal interest rate would be raised). The
aggregate real wage level would fall to the extent that
it is now being raised because desired real wage
reductions in some parts of the economy are pre-
vented by downward nominal wage rigidity.22 This
would contribute to higher equilibrium employment.
And real exchange rate adjustments within the euro

area would be facilitated to the extent that they are
now held back by downward nominal wage rigidity
in countries – like Greece, Italy and Portugal – that
need to improve their competitiveness. In the current
situation after the loosening of the Stability Pact, a
reformulation of the ECB’s inflation objective is not
possible, because it would involve serious credibility
risk. A re-establishment of fiscal discipline would,
however, create conditions under which this could be
possible. It might be a good idea for the ECB to
openly link the prospect of monetary policy reform
to such a restoration of a more stringent fiscal
framework, thus offering governments the prospect
of a “monetary policy reward” in response to a
strengthening of incentives for fiscal discipline.23

Such fiscal policy reforms could entail a rolling back
of the possibilities of extending deadlines in the
excessive deficit procedure and measures to increase
the credibility of the enforcement process as well as
the establishment of stronger fiscal policy institu-
tions at the national level. 
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Table A1

Real gross domestic product, consumer prices and unemployment rates in European countries. 

Gross domestic product Consumer pricesa)

percentage change 

Unemployment rateb)

in %
Percentage

weight in

world GDP 2004 2005 2006 2004 2005 2006 2004 2005 2006 

Germany 21.4 1.6 0.9 1.7 1.8 2.0 1.7 9.5 9.4 9.2 

France 15..9 2.3 1.6 2.0 2.3 2.1 1.9 9.6 9.5 9.2 

Italy 13..0 1.2 0.2 1.1 2.3 2.2 2.0 8.0 7.8 7.5 

Spain 8.1 3.1 3.3 3.1 3.1 3.3 3.1 11.0 9.2 8.7 

Netherlands 4.7 1.7 0.7 2.2 1.4 1.6 1.3 4.6 4.7 4.5 

Belgium 2.7 2.6 1.4 1.9 1.9 2.5 2.1 7.9 8.4 8.1 

Austria 2.3 2.4 1.8 2.1 2.0 2.1 1.9 4.8 5.2 4.9 

Greece 1.6 4.7 3.2 3.0 3.0 3.3 3.1 10.5 10.0 9.6 

Finland 1.4 3.6 1.5 3.2 0.1 0.8 1.3 8.8 8.3 7.9 

Ireland 1.4 4.5 4.6 4.8 2.3 2.1 2.0 4.5 4.3 4.0 

Portugal 1.4 1.2 0.9 1.5 2.5 2.0 2.1 6.7 7.3 7.1 

Luxembourg 0.2 4.5 3.7 3.9 3.2 3.6 3.1 4.8 5.3 5.1 

Euro areac) 74.3 2.1 1.4 2.0 2.1 2.2 1.9 8.8 8.5 8.2 

United Kingdom 16.6 3.2 1.7 2.4 1.3 2.0 1.9 4.7 4.6 4.4 

Sweden 2.7 3.7 2.5 2.6 1.0 0.8 1.5 6.3 6.3 6.0 

Denmark 1.9 2.1 2.4 2.2 0.9 1.4 1.7 5.4 5.0 4.9 

EU-15c) 95.4 2.3 1.5 2.1 1.9 2.1 1.9 8.0 7.8 7.5 

Poland 1.9 5.3 3.3 3.9 3.6 2.2 2.3 18.8 17.9 17.5

Czech Republic 0.8 4.4 4.6 4.4 2.6 1.6 2.1 8.3 8.0 7.8 

Hungary 0.8 4.6 4.2 4.3 6.8 3.5 3.2 6.0 7.1 6.7 

Slovakia 0.3 5.5 5.3 5.6 7.5 2.6 2.9 18.2 16.5 16.0

Slovenia 0.3 4.2 4.0 4.0 3.6 2.4 2.3 6.0 5.8 5.6 

Lithuania 0.2 7.0 6.5 6.5 1.1 2.5 2.3 10.9 8.2 8.1 

Cyprus 0.1 3.8 3.5 4.0 1.9 1.7 2.1 5.2 6.1 5.5 

Latvia 0.1 8.3 8.5 8.0 6.2 6.4 6.1 9.8 9.1 8.5 

Estonia 0.1 7.8 8.0 7.0 3.0 3.9 3.2 9.2 7.6 7.8 

Malta 0.0 0.4 1.5 1.8 2.7 2.7 2.5 7.6 8.0 7.7 

EU-10 4.6 5.1 4.2 4.4 4.1 2.5 2.6 14.2 13.5 13.1

EU-25c) 100.0 2.4 1.6 2.2 2.0 2.1 2.0 9.0 8.7 8.4 
a) Western Europe (except for Switzerland): harmonised consumer price index (HCPI). – b) Standardised. – c) Sum of the listed

countries. Gross domestic product and consumer prices weighted with the gross domestic product of 2004 in US dollars;

unemployment rate weighted with the number of employees in 2003.

Sources: EUROSTAT; OECD; IMF; 2004 and 2005: calculations by the Ifo institute. 

Appendix 1:
Forecasting Tables 
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Table A2

Real gross domestic product, consumer prices and unemployment rates

Gross domestic product Consumer prices

 percentage change 

Unemployment rate

in %
Percentage

weight in

world GDP 2004 2005 2006 2004 2005 2006 2004 2005 2006 

EU-25 35.1 2.4 1.6 2.2 2.0 2.1 2.0 9.0 8.7 8.4 

Switzerland 1.0 2.1 1.2 1.7 0.8 1.2 0.8 4.4 4.2 4.0 

Norway 0.7 2.9 2.8 2.8 0.4 1.9 2.1 4.4 4.3 4.1 

Western and Central

Europe 36.8 2.4 1.6 2.2 1.9 2.1 2.0 8.8 8.5 8.2 

USA 32.0 4.2 3.5 3.4 2.7 3.2 3.0 5.5 5.1 4.9 

Japan 12.8 2.3 2.3 2.4 0.0 – 0.3 0.2 4.7 4.4 4.1 

Canada 2.7 2.9 3.0 3.1 1.8 2.3 2.3 7.2 6.8 6.6 

Industrialised countries

total 84.5 3.1 2.5 2.7 1.9 2.1 2.1 6.9 6.5 6.3 

Newly industrialised  

countries

Russia 1.6 7.2 5.7 5.4 11.0 13.0 12.0 8.3 8.0 8.0 

East Asiaa) 4.7 5.5 4.0 4.5 . . . . . .

China 4.5 9.5 9.2 8.5 . . . . . .

Latin Americab) 4.9 5.9 4.0 3.6 . . . . . .

Newly industrialised  

countries total 15.5 7.0 5.7 5.5 . . . . . .

Totalc) 100.0 3.7 3.0 3.1 . . . . . . 

World trade, volume 8.0 6.5 7.0 . . . . . . 
a) Weighted average of: Korea, Taiwan, Indonesia, Thailand, Malaysia, Singapore, Philippines. Weighted with the gross

domestic product of 2004 in US dollars. – b) Weighted average of: Brasil, Mexico, Argentina, Columbia, Venezuela, Chile,

Peru. Weighted with the gross domestic product of 2004 in US dollars. – c) Sum of the listed groups of countries. Weighted

with the gross domestic product of 2004 in US dollars.

Sources: EU; OECD; IMF; National Statistical Offices; 2005 and 2006: calculations by the Ifo Institute. 

Table A3

Key forecast figures for the euro area 

 2004 2005 2006 

Percentage change over previous year

Real gross domestic product 2.1 1.4 2.0 

Private consumption 1.5 1.3 1.4 

Government consumption 1.2 1.2 1.2 

Gross fixed capital formation 2.2 2.0 3.0 

Net exportsa) 0.1 – 0.1 0.2 

Consumer pricesb) 2.1 2.2 1.9 

Percentage of nominal gross domestic product

Government financial balancec) – 2.7 – 2.9 – 2.8 

 Percentage of employees

Unemployment rated) 8.8 8.5 8.2 
a) Contributions to changes in real GDP (percentage of real GDP in previous

year). – b) Harmonised consumer price index (HCPI). – c) 2005 and 2006: forecast

of the European Commission. –  d) Standardised.

Source: Eurostat; 2005 and 2006: forecasts by the Ifo institute. 
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In October 2005 the World Economic Climate
slightly improved, after a year of economic cooling.
The climate indicator stands at 99.3 (after 97.5 in
July: 1995 = 100), considerably above its long-term
average (1990–2004: 94.0). The improvement of the
overall climate index was due to better assessments
of the current economic situation. According to the
expectations for the coming six months, the global
economy is foreseen to stabilise in the first half of
2006 at the current favourable level. In the follow-
ing, we summarise the results of the latest survey.
The two components of the climate indicator, the
assessment of the current situation and the expecta-
tions for the next six months are depicted in the dia-
grams below.

World economy: stabilisation at a favourable level

The latest survey results have confirmed the July sur-
vey expectations that the global economic slow-down
that set in at the beginning of 2004 will level off by the
end of 2005. The current economic situation in
October was judged somewhat better than in July and
again above “satisfactory”. The economic expecta-
tions for the first half of 2006 point to further eco-
nomic stabilisation. However, the interpretation of
the recent results must take into consideration that
the underlying economic trends strongly differ
between the regions. The economic climate declined
somewhat in October in the United States. However,
in other parts of the world, primarily in Western

Europe and Japan, the economic climate improved,
pointing to a solid economic stabilisation in the first
half of 2006. Global GDP is expected to continue to

grow robustly: We project global growth of about

41/2 percent for 2005 and the same for 2006. But high

oil prices remain a burden on the global economy.

Particularly during the winter months in the Northern

hemisphere, the recent surge in energy prices, exacer-

bated by the shutdown of oil platforms and refineries

due to the hurricanes in the United States, is seen as a

constraint to a stronger global economic expansion. 

Western Europe: the economy remains on recovery
course

According to the recent survey results, both the

assessments of the current economic situation and the

economic expectations for the next six months point

to an improvement of the economic climate in

Western Europe.

Although the economic climate improved, on aver-

age, in the euro area in October, the vast majority of

WES experts surveyed in this region still judged the

present economic situation of their countries to be

below a “satisfactory” level. In particular, in Por-

tugal, Italy, Germany and France the assessments of

the present economic situation – despite a reported

improvement – remained in the negative territory,

indicating that the economic recovery is still hesi-

tant. However, in all these countries the outlook for

the first half of 2006 is very optimistic. In other

countries of the euro area – Belgium, Austria, Spain

and Greece – assessments of the present economic

performance were more or less at a satisfactory level.

A particularly favourable economic climate was

again reported for Ireland and Finland. Though,

according to the official figures, unemployment is

declining in most Western European countries, for

example in France and Germany, adding to signs that

economic growth is gathering pace, it is still consid-

ered to be the most important economic problem at

present. Another important economic problem in

the euro area remains insufficient demand. It was

considered particularly problematic in Austria,

Germany, Italy and the Netherlands. 

In the countries outside the euro area, Denmark,

Norway, Sweden and Switzerland, the present eco-

nomic situation was assessed considerably above “sat-

isfactory”. The panel’s forecast for the coming six

months reflects a stabilisation of the current positive

state. In contrast, in the United Kingdom the overall

climate index deteriorated strongly in the course of

2005. According to the latest results, business senti-
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24 The World Economic Survey (WES) assesses worldwide economic
trends by polling transnational as well as national organizations
worldwide on current economic developments in their respective
countries. This allows for a rapid, up-to-date assessment of the eco-
nomic situation prevailing around the world. In October 2005, 1,100
economic experts in 91 countries were polled. WES is conducted in
co-operation with the International Chamber of Commerce (ICC) in
Paris and receives financial support from the European Commission.
The survey questionnaire focuses on qualitative information: assess-
ments of a country’s general economic situation and expectations
regarding important economic indicators. It has proved to be a use-
ful tool, since it reveals economic changes earlier than conventional
business statistics. The individual replies are combined for each
country without weighting. The grading procedure consists in giving
a grade of 9 to positive replies (+), a grade of 5 to indifferent replies
(=) and a grade of 1 to negative (–) replies. Overall grades within the
range of 5 to 9 indicate that positive answers prevail or that a major-
ity expects trends to strengthen, whereas grades within the range of
1 to 5 reveal predominantly negative replies or expectations of weak-
ening trends. The survey results are published as aggregated data.
The aggregation procedure is based on country classifications.
Within each country group or region, the country results are weight-
ed according to the share of the specific country’s exports and
imports in total world trade.
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ments brightened somewhat in October. However, the

survey economists expect a slowdown in consumer

spending and corporate investment to remain sluggish

into 2006.

North America: the economic climate deteriorates

According to the latest survey results, the economic

climate indicator in North America deteriorated in

October. Both components – assessment of the cur-

rent economic situation as well as economic expecta-

tions – have been downgraded. Undoubtedly, the

socio-economic damages caused by the autumn hurri-

canes have depressed business confidence in the

United States. However, the current economic situa-

tion is still regarded as above “satisfactory” by the

majority of WES experts in the US. Both capital ex-

penditures and consumer spending kept momentum,

and the outlook for the coming half year is solid.

Among the most important economic problems the

surveyed economists again named the public deficits

and lack of confidence in the government’s economic

policy.

In Canada, the economic climate remained favour-

able. The current economic situation has again been

rated above the “satisfactory” level. Economic expec-

tations, though slightly downgraded here as well,

point to economic stabilisation in the first months of

2006. Lack of international competitiveness was seen

by surveyed experts to be the most important problem

in the Canadian economy.

Eastern Europe: economic stabilisation

The overall economic climate stabilised in October at

a “satisfactory” level, with the assessments of the cur-

rent economic situation continuing to improve and

economic expectations for the coming six months

pointing to further economic stabilisation. WES

experts surveyed in the region forecast a marked

increase in the foreign trade sector (with rising exports

and imports) for the coming six months. 

The present economic situation in the eight Eastern

European countries that joined the European Union –

Poland, Hungary, Czech Republic, Slovakia, Slovenia,

Estonia, Lithuania and Latvia – has been assessed

considerably above the “satisfactory” level, according

to economic experts polled by WES in the region.

Only in Hungary have the marks for the current eco-

nomic performance again slipped below this level. In

Latvia and Slovakia, the economic climate index also

declined somewhat, but remained in positive territory.

The near-term prospects remained generally positive

in all new EU members except Slovenia. However, the

high unemployment that is substantially above the

levels prevailing in the Western countries of the

European Union poses the number one economic

problem in the Eastern European transition econo-

mies, according to WES experts.

In the other Eastern European countries outside the

EU, diverging economic trends predominate. In

Albania, Bulgaria and Romania, the present economic

situation was assessed as “satisfactory” with pros-

pects for future development remaining highly posi-

tive. In contrast, in Croatia and in Serbia and Monte-

negro the present economic situation was seen as

below the “satisfactory” level. But WES experts are

confident of an improvement in the near term. Not so

in Bosnia-Herzegovina, where no turnaround of the

presently unfavourable economic situation is expected

in the next six months.

CIS: the economic climate is satisfactory

The economic stabilisation in Russia continues,

according to the recent WES results. After a slight

deterioration of business confidence during 2004, the

economic climate indicator in Russia stabilised in

2005, with both the assessment of the current eco-

nomic situation and economic expectations being in

the positive zone. However, as the world’s second

largest oil producer after Saudi Arabia, Russia’s eco-

nomic performance is closely tied to rather volatile oil

prices. Whereas the oil sector is currently booming,

the majority of the other economic sectors is having

difficulty competing with products and services from

abroad. Thus, as a present economic weak point,

WES experts named again “lack of international

competitiveness”. Also “lack of confidence in govern-

ment’s economic policy” was cited as an important

problem. The latter also holds true in Ukraine, where

the economic climate deteriorated somewhat and also

the economic outlook became somewhat clouded. A

highly favourable economic climate has been reported

again for Kazakhstan. With regard to the future eco-

nomic development, the participants are fairly confi-

dent. High inflation has been named as one of the

most important present constraints to economic

growth in the country though the inflation rate in

Kazakhstan is significantly lower than in Russia. 



Asia: optimistic forecasts

According to the October survey results, the econom-

ic climate in Asia improved slightly, compared to the

preceding July survey. For the first time since the end

of 2004 the assessments of the present economic situ-

ation have been upgraded. The economic expecta-

tions for the first half of 2005 point to further stabil-

isation. However, this pattern does not apply to all

countries surveyed in the region.

Japan’s economy in particular seems to have

strengthened in the second half of 2005: both com-

ponents of the economic climate indicator bounced

back strongly after this year’s spring lull. The present

economic situation is now rated as above “satisfacto-

ry” and the prospects for the coming year are highly

optimistic. An improved economic situation has been

reported by WES experts in Hong Kong, though the

overall climate index slightly slipped due to some-

what less optimistic near-term expectations. China’s

very high economic growth rates are expected to

moderate in the near future. However, the business

sentiments in the country remained favourable

according to the October results. Among common

economic problems, unemployment remained the

main challenge in the country despite its strong eco-

nomic dynamics. The economy in India maintained

its expansion course also in October, according to

economists surveyed in the country. Though both

components of the economic climate index have been

slightly downgraded, the marks for the present eco-

nomic situation were the highest in the region, and

also the expectations for 2006 point to further eco-

nomic expansion. However, despite real GDP growth

rates at about seven percent per annum, the growth in

agriculture remains weak; India’s farm sector

accounts for nearly a quarter of India’s gross domes-

tic product and employs about two-thirds of the

workforce in the country. 

In South Korea business confidence is now at a two-

year high, raising hopes that a broad-based recovery

is under way in Asia’s third-largest economy. Private

consumption is still regarded as weak, but exports

are expected to strengthen further in the coming

months. In Singapore, the Philippines and Pakistan

improved assessments of the present economic per-

formance were contrasted with cautious expecta-

tions regarding the near-term economic develop-

ment. Both components of the economic climate

index improved in Thailand and Vietnam. The cur-

rent economic situation is rated as satisfactory and

the economic expectations point to stabilisation in

the course of the next six months. An unchanged

favourable economic climate was also reported for

Malaysia. In Indonesia the economic climate index

slightly deteriorated due to less positive expecta-

tions, but remained in a “satisfactory” zone. In the

Asian region only in Taiwan did the surveyed experts

assess the overall economic situation as below the

“satisfactory” level and the near-term expectations

remained cautious.

Oceania: economic rebound in Australia

In 2005 the panel’s responses for Australia and New

Zealand reflected an economic slow-down, starting

from a relatively high level: In the July survey the

economic climate index slipped marginally.

However, the economic patterns of the two coun-

tries of the region seem to show diverging economic

trends. While the assessments of the current eco-

nomic situation improved considerably in Australia,

the present economic performance continued to

deteriorate in New Zealand, according to the polled

economists. Also the business outlook in Australia

for the first half of 2006 brightened. In particular

the export sector is expected to regain new strength.

For a net gas and coal exporter such as Australia,

increased export earnings from gas and coal exports

partially offset the negative impact of higher oil

prices. In contrast, in New Zealand the polled ex-

perts remained cautious: according to the panel’s

forecast, the economic cooling phase will last into

the first half of 2006. 

Latin America: stabilising markets

The latest survey results confirm economic stabilisa-

tion in Latin America. Both, the current economic sit-

uation and economic expectations have been upgrad-

ed, though to a slightly lesser degree than in other

WES regions. 

Increasing business confidence was reported by

experts in Brazil. The assessments of the present

economic situation are above satisfactory, and the

prospects for the next six months point to further

economic growth. The government’s economic poli-

cy seems to enjoy public confidence in the country.

A bright picture of the economic climate has again

been drawn by experts in Chile. The economic per-

formance in the country is remarkably strong, since
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all demand aggregates are performing satisfactorily

and are expected to stabilise further in the first half

of 2006. The October survey results confirmed that

Peru’s economy is one of the most vibrant in Latin

America. Economic growth is fuelled by strong cap-

ital expenditures and private consumption and a

buoyant foreign trade sector. Uruguay also counts

among the group of buoyant economies. The pre-

sent economic performance is seen to be above “sat-

isfactory” and is expected to remain on the upward

trend. 

The economic climate in Argentina stabilised at a

“satisfactory” level. Although both the current eco-

nomic situation as well as the near-term expectations

have been slightly downgraded, the corporate expen-

ditures are still regarded as weak. However, some

strengthening is foreseen by the surveyed economists

for the foreign trade sector as well as for private con-

sumption. The present economic situation in Mexico

also stabilised at a favourable level in the course of

2005, according to the experts polled in the country,

but the expectations for 2006 remained cautious. 

Although there were no further improvements of the

economic climate in El Salvador and Colombia in

October, experts questioned in the survey basically

confirmed the favourable results of the preceding

July survey. In Costa Rica the surveyed experts

assessed the present economic situation as somewhat

below “satisfactory”. Also the outlook for the com-

ing six months suggests a rather sluggish economic

development. In contrast, Venezuela’s economy has a

tailwind from record high oil prices and the panel’s

responses suggest that a recovery from the deep reces-

sion caused by the oil strike of 2002–2003 is gaining

strength. The assessments of the present economic

situation have now reached a “satisfactory” level and

the forecast of the panel points to further economic

rebound. Also the economic climate in Bolivia

remains stable, despite a tense political situation in

the country. The assessments of the country’s present

economic situation have been maintained at the “sat-

isfactory” levels and the expectations for 2006

remained positive.

Among all countries of the region, only in Ecuador

and Paraguay did the present economic performance

still receive negative marks from the surveyed experts.

However, in Paraguay, both assessments of the pre-

sent economic situation as well as economic expecta-

tions for the comings six months have been upgraded,

promising more dynamic development in 2006. 

Near East: the economic climate remains
favourable

According to WES experts the economic climate in

the Near East remained favourable. Though the

assessments of the present economic situation deteri-

orated slightly since this year’s July poll, the outlook

for the coming six months improved somewhat.

The current economic situation continues to be good

particularly in Saudi Arabia, Kuwait and in the United

Arab Emirates. Also the expectations for the next six

months stayed bright in these countries. 

The assessments of the present economic situation

in Turkey remained above the “satisfactory” level,

according to the October results. The prospects for

future development promise further economic

strengthening in the coming six months. Overall, the

last two years’ WES survey results suggest that

Turkey has entered an era of economic stability. In

Israel the assessment of the present situation im-

proved considerably. The majority of WES experts

polled in Israel assessed the current economic situa-

tion as “good”. Also the outlook for the next six

months is optimistic – private consumption and cap-

ital expenditures are expected to strengthen and the

export sector is also expected to pick up somewhat,

signalling that economic recovery is underway.

However, terrorist threats and the security situation

in general remain the main constraints to a quicker

economic revival. 

The economic situation in Jordan, Bahrain, Lebanon

and also in Iran is now regarded as “satisfactory”.

However, in Iran according to WES experts the eco-

nomic outlook for the coming months appears to be

clouded. In the other countries, WES experts are fair-

ly confident concerning a positive economic develop-

ment in the beginning of 2006. 

Africa: Diverging economic trends predominate

Africa remains a region with very diverging economic

trends. Thus, an aggregated climate index for coun-

tries surveyed by WES on this continent makes little

sense, and the following analysis will focus on partic-

ular economic trends in individual countries.

The economic climate index in South Africa stabilised

during 2005 at a highly favourable level, after a

decade of economic expansion. According to the



October survey, business sentiment concerning the
current economic situation remained positive, while
the economic expectations have improved further. In
contrast, the economic recovery in Egypt is still rather
sluggish, according to economists surveyed in the
country. The present economic situation is still
assessed as far below “satisfactory”. The economic
expectations, though slightly downgraded, still raise
hope for an economic turn-around in 2006. The worst
economic situation of all 90 countries covered by
WES was again reported from Zimbabwe where the
outlook also remained very bleak. All the surveyed
experts gave the most negative marks that are possible
on the WES-scale for both present economic situation
and expectations. 
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GLOBAL IMBALANCES

1. Introduction

The large and persistent current account deficits run
by the United States from the second half of the
1990s have generated widespread concerns about the
sustainability of current macroeconomic imbalances
at the global level. To what extent is the US trade
deficit sustainable? If not, what will global adjust-
ment require? In particular, to what extent will the
dollar depreciate? Will adjustment lead to global
recession? What are the appropriate fiscal, monetary
and financial policies to minimise the risks of disrup-
tion? Many observers (for example, Roubini and
Setser 2004a,b, 2005a,b) fear that the correction of
global imbalances could lead to a period of disorder-
ly adjustment, characterised by turmoil in currency
and asset markets, a slowdown in economic activity,
and ultimately large welfare costs for the world econ-
omy as a whole. 

Currently, large external deficits in the US are
matched by large surpluses in Japan, Asian emerging
markets, oil producing countries and a few European
countries. However, the euro area as a whole is close to
external balance. In light of this, the question is
whether adjustment of global imbalances will affect
Europe only marginally, since the heart of it will con-
sist in rebalancing the position of the US vis-à-vis the
surplus regions, especially Asia.

The goal of this chapter is to review the current
debate on the causes and nature of global imbalances,
assess policy options currently on the table, and more
specifically discuss the implications of global adjust-
ment for the European economy and European poli-
cy-making.1 We argue below that despite the close-to-
external-balance position of Europe a rebalancing of
the US deficits will create major policy challenges to
European policy-makers.

2. Basic facts about global imbalances

We begin by considering three facts defining the
nature of current global imbalances: the size and per-
sistence of the US current account deficit; the rising
share of official capital flows from emerging markets
and Japan, and the increasing importance of “valua-
tion effects” of exchange rate and asset prices move-
ments in determining the real burden of a country’s
external debt. Throughout this chapter we will com-
plement data from traditional sources (such as OECD
and IMF) with the dataset on the “Wealth of
Nations” computed by Lane and Milesi-Ferretti
(2006). The distinctive feature of this data set is that
(estimated) capital gains and losses on the external
portfolios of financial assets and liabilities have been
taken into account when calculating net foreign asset
positions. 

2.1 The size and persistence of the US current account
deficit

The single most quoted fact characterising global
imbalances is the size of the US current account
deficits (relevant definitions are presented in Box 2.1).
The US current account deficit grew from 1.6 percent
of US GDP in 1997, to 4.2 percent in the year 2000.
It kept increasing afterwards: at the time of writing,
the 2005 deficit is estimated at above six percent of
US output, around 800 billion dollars. 

To get a sense of how large the US current account
deficit is, consider that the US has about 110 million
households: thus, an 800 billion dollar deficit means
that, during 2005, the net external debt per household
increased by 7,200 dollars!

As a result of current account deficits, and changes in
the values of US assets and liabilities, the estimated
value of US net debt at the beginning of 2004 was
around 23 percent of US GDP. If the US keeps bor-
rowing at the current rate, the external net debt of the
US could approach 100 percent of GDP in about a
decade.

Figure 2.1a shows the evolution of the current
account balance in percentage of world GDP
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1 Recent theoretical, empirical and policy-related contributions to
the debate on global imbalances can be found on the website
‘Current Account Sustainability of Major Industrialized Countries’
at the University of Wisconsin, Madison, 
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between 1996 and 2004, for the US, the euro area,
Japan, Switzerland and the Nordic countries, Asian
emerging markets, and oil producing countries. In
terms of world GDP, the US external deficit grew
from less than half a percent before 1997 to 1.6 per-
cent in 2004.

Figure 2.1a emphasises that all other regions shown
have recently been in surplus. In 2004, the US deficit

was as high as 668 billion dollars. The combined sur-
plus of Asian emerging markets and oil producing
countries (358 billion dollars) accounts for more than
50 percent of it. Japan’s surplus (172 billion dollars)
accounts for about 25 percent; the surplus by Norway,
Sweden and Switzerland (141 billions) accounts for
another 20 percent. The small positive current
account surplus for the euro area accounts for the
remaining five percent of US deficit. 

Box 2.1  

External imbalances, the current account balance and the balance of payments

To understand global imbalances, it is useful to keep in mind that there are three ways of looking at the current account balance.

First, the current account balance of a country is the sum of the trade balance (exports minus imports of goods and services),

income from foreign assets held by residents (net of interest paid on the country’s foreign liabilities), and net labour income from

residents working abroad:

Current account balance       = Trade balance (goods and services) + Income from net foreign assets + Net labour income

This accounting relation makes it clear that the accumulation of foreign wealth by a country is related to its capacity to generate

positive net exports of goods and services, income from capital lent abroad and labour services supplied by domestic residents

employed in a foreign country. Movements of the current account are usually dominated by the trade balance component, but not

to the extent suggested by national accounts. The reason is that official statistics include income payments from net foreign assets,

but do not account for capital gains and losses on such assets. At times, these may be substantial (throughout this chapter we use

the dataset constructed by Philip Lane and Gian Maria Milesi-Ferretti, who reconsider current account balance and portfolio

positions accounting for capital gains and losses on foreign assets and liabilities).  

Second, the current account is also equal to the difference between national saving and investment:

Current account balance       = Saving – Investment = Private saving + Public saving – Investment

This accounting relation makes it clear that external imbalances result from intertemporal choices by firms and households

regarding how much to consume and invest in the current year as opposed to future years, as well as by government decisions

about the size of the budget deficit (that is, the time profile of taxes and expenditure). Clearly, for the world economy as a whole,

saving must equal investment, although the sum of current account balances rarely adds up to zero because of statistical errors. 

Third, the balance-of-payments identity equates surpluses in the current account balance to the accumulation of net foreign assets, 

recorded in the capital account:  

Current account balance       = Increase in private net foreign assets + Increase in official net reserve holdings

(Official reserve settlement balance)

This identity makes it clear that current account deficits must be financed by capital inflows and/or changes in the stock of

reserves held by monetary authorities. So, a current account deficit by one country generates a demand for foreign capital, which

must be matched by the portfolio decisions of foreign private agents and public institutions to acquire assets issued by that

country.

The above are not three alternative views of the current account balance; they are three identities.

A country is solvent when, at the market interest rate, the present discounted value of future surpluses of the balance of trade in

goods and services and net income from labour supplied abroad,  is not smaller than the current net value of liabilities:

Value of net foreign liabilities � Present discounted value of surpluses in the current account excluding income from net

 foreign assets

So, if a country is currently running current account deficits and is a net debtor, foreign lenders expect that country to generate

positive net exports (in trade and services) and net labour income in the future, corresponding to a positive difference between net

saving and investment. If this were not the case, some creditor country must be willing to finance the entire interest bill by the

debtor country in the indefinite future. The debtor country would be playing a so-called Ponzi game: it would try to finance the 

interest bill on an ever-increasing stock of debt by further borrowing. 

In the international financial markets, the supply of assets by a borrower must be matched by the world demand for them.

Sustainability of a country’s debt cannot be defined independently of the equilibrium structure of international portfolios. In

particular, given demand and supply conditions, the equilibrium price at which a country’s debt is traded determines the risk

premium that a country must pay on its external liabilities. The main challenge in understanding sustainability of external debt

thus consists in understanding the factors underlying the desired portfolio composition by international investors.

Recent episodes of financial and currency crises have arguably pointed to the possibility that frictions in financial markets may 

cause sudden changes in asset demands and the emergence of binding constraints limiting the extent to which a country can

borrow. This could be the case, for instance, if co-ordination problems among international investors long in short term debt

issued by a country lead to liquidity runs similar to bank runs. When markets co-ordinate on an equilibrium characterised by a

run, the debtor country is forced to come up quickly with external resources to close any “financing gap” which may result.

International runs (panics) can easily have potentially high costs in terms of consumption, output and overall welfare for

international debtors.



From a global perspective, the
US is borrowing resources from
all the other five regions in the
diagram, including regions at a
relatively early stage of industri-
alisation.

However, the US is not the only
industrial country to run a cur-
rent account deficit. Persistent
imbalances are also run by
Australia and New Zealand
(together they borrowed 45 bil-
lion dollars in 2004), and by a few
countries in the euro area. The
deficits by Greece, Portugal,
Spain, and the United Kingdom
altogether totalled 124 billion
dollars in 2004. Italy’s deficit has
also been increasing steadily,
reaching 15 billion dollars in
2004, and showing no sign of
reduction in 2005. While deficits
by some of these countries are
not too distant from the US if, for
instance, net borrowing is scaled
by the size of the population of
GDP, their sizes are typically
small in absolute terms. 

2.2 International reserves 
accumulation and the rising share
of official financing after 2000

An important change in the com-
position of external financing of
the US deficit occurred around
2000. From 1997 to 2001, that is,
between the Asian crisis and the
end of the period of asset market
exuberance, private investors
mostly financed the US deficits
as they systematically rebalanced
their portfolios in favour of US
dollar-denominated assets, espe-
cially equities. The importance of
private inflows has diminished
substantially since 2001. 

As shown in Table 2.1, in the
period 1997–1999 average net
capital inflows into the US were
as high as 176 billion dollars per

EEAG Report 52

Chapter 2

Figure 2.1a

Figure 2.1b

Table 2.1 

Private and official financing of the US current account deficit

(in billion of dollars)

1997–1999 2000–2002 2003–2004 

Current account deficit 218 427 594 

Total net capital inflows 176 462 573 

    Net private inflows 160 404 233 

   Of which:

   Direct investment 34 38 – 109 

Portfolio investment 126 366 343 

 Net official inflows 15 59 340 

Source: Own calculations based on Congressional Budget Office (2005).
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year: private inflows accounted for 90 percent of the
total. In 2003 and 2004, average net capital inflows
into the US were as high as 573 billion dollars: the
share of private capital dropped to 40 percent. In
terms of net flows, the US external imbalance is now
mainly financed through foreign official lending, in
large part corresponding to the build-up of official
reserves by five Asian economies: Japan, China, Hong
Kong, Taiwan and South Korea. 

The above observation stresses a second striking
dimension of current global imbalances, that is, the
high level of international reserves in the form of dol-
lar assets. Official reserves held by the five Asian
countries mentioned above (consisting to a large
extent of dollar-denominated assets) grew from
1.16 trillion dollars in 2000 to 2.66 trillion dollars in
2004. China is reported to own reserves up to 800 bil-
lion dollars in the last months of 2005 (see Genberg et
al. 2005 for a detailed analysis of reserves policies). 

From a more general perspective, Table 2.2 and
Figure 2.2 show the growth of total official reserves
by developing countries in percent of their liabilities:
official reserves have grown from 15 percent in the

1980s, to an average of 26 percent after the year 2000,
up to 32 percent in 2004. Now, developing countries
pay a high risk premium on their liabilities but earn a
low interest rate on their official reserves. Since in
2004 foreign official reserves accounted for about one
third of developing countries’ foreign liabilities, one
out of three dollars that relatively poor countries bor-
rowed from rich countries at high interest rates was
thus lent back to rich countries at relatively low inter-
est rates. Rodrik (2006) estimates that the financial
cost of holding reserves is now currently close to one
percent of developing countries’ GDP.

2.3 Financial globalisation and the increasing 
importance of capital gains and losses due to exchange
rate movements

The emergence of external imbalances at the end of
the last decade occurred in the context of a strong
expansion of cross-border holdings of financial
instruments. Indeed, in terms of world GDP, the total
stock of foreign assets (= liabilities) in the world is
currently above 120 percent, twice as much as at the
beginning of the 1990s. 

So, while the US current account deficit is large in
terms of the US GDP, it is small relative to the stock
of US foreign assets. This point is clearly shown by
Figure 2.3, plotting the US current account between
1970 and 2004 together with the stock of US gross
external assets and liabilities. In 2004, the US “owed”
more than 100 percent of its GDP to foreigners, but
also owned claims to foreign output equivalent to
about 80 percent of its own output. The difference is
the US net debt. 

The large expansion of gross
portfolio holdings is responsible
for a third, important dimension
of current global imbalances.
The change in net external debt
between two dates depends not
only on the flow of net exports
during the period but also on
changes in the value of the coun-
try’s foreign assets and liabilities,
reflecting both asset price and
exchange rates movements: the
larger the stock of foreign assets
and liabilities, the larger are these
“valuation effects”. Valuation
effects in the asset markets were
clearly much smaller in previous
episodes of current account ad-

Table 2.2  

Official reserves in per cent of total foreign liabilities

for developing countries

1980–84 14.7 

1985–89 13.5 

1990–94 15.6 

1995–99 18.6 

2000–04 26.4 

Source: Own calculations based on Congressional

Budget Office (2005).

Figure 2.2



justment, before capital liberalisation had led to large

cross-border holdings of financial assets. Para-

doxically, in a financially globalised economy, a coun-

try with a balanced current account may be subject to

large swings in its net external position, because of

price fluctuations in financial and currency markets.

Figure 2.1b shows the evolution of net foreign assets

for the same regions as in Figure 2.1a. As mentioned

above, the figures underlying this graph are from the

dataset on the “Wealth of Nations” by Lane and

Milesi Ferretti (2006), specifically built to account for

capital gains and losses on the external portfolios.

Figure 2.1b shows that, in the second half of the

sample period, both the euro area and the US had

negative net asset positions (they are net debtors),

whereas the other macro regions had positive net

asset positions (they are net creditors in the world

economy). 

Comparing Figures 2.1a and 2.1b, one can appreciate

an apparent anomaly in the evolution of the net for-

eign asset position of the US and the euro area after

the year 2002. After 2002, the current account of the

US is negative and large, yet its foreign asset position

was stable, even improving. The euro area has been

running a surplus, yet its foreign asset position has

worsened.

This observation provides a striking illustration of the

effects of capital gains and losses from exchange rate

movements on external imbalances. The US typically

borrows from international markets by issuing dollar-

denominated assets but lends abroad mostly by

acquiring equities and foreign-currency denominated

bonds. About two-thirds of US
foreign assets are denominated in
foreign currency. Because of this
particular currency composition
of the US external portfolio, a
falling dollar has an automatic
stabilising effect on the real value
of the US net foreign debt. Dol-
lar depreciation leaves the dollar
value of US foreign liabilities
unaffected but raises the dollar
value of US foreign assets: over-
all, the US owes less to the rest of
the world in terms of real re-
sources (see the discussion in
Tille 2003). 

To get a sense of the potential
magnitude of these effects, recall that, at the end of
2004, US gross foreign assets were about 80 percent
of US GDP. As two third of these were denominat-
ed in foreign assets, a 10 percent depreciation of the
dollar would reduce US net debt by 0.1 * 0.8 * 2/3,
equivalent to more than five percent of US GDP:
approximately the size of the US external deficit!2

Note that these gains are increasing in the size of
US gross assets, independently of US gross and net
debt.

The above net gains are however calculated ex post,

that is, for given stocks of assets and liabilities. The
gains are clearly smaller if currency depreciation is
anticipated by financial markets. If this is the case, ex

ante US interest rates would rise relative to foreign
ones. This would raise the growth rate of liabilities in
terms of GDP, so that depreciation-related capital
gains on US assets would be at least in part compen-
sated by a higher stock of US gross debt. To complete
our back-of-the-envelope calculations, suppose that,
at the beginning of 2004, markets attached a 25 per-
cent probability to a ten percent fall in the value of
the dollar by the end of the year. Abstracting from
any risk premium, one-year interest rates on US lia-
bilities would have increased by 2.5 percentage
points. Now, at the beginning of 2004 the stock of
US gross liabilities was close to 95 percent of GDP
(clearly higher than the stock of assets). Assuming
for simplicity that all US liabilities had one-year
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Figure 2.3

2 The mechanism benefiting the US is the same (but with an oppo-
site sign) as the mechanism raising financial and macroeconomic
risks in emerging markets: as these borrow by issuing debt denomi-
nated in foreign currency, domestic devaluation in response to nega-
tive shocks magnifies macroeconomic adjustment problems by rais-
ing the real burden of external debt (see Chapter 6 of the 2004
EEAG Report).
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maturity, higher interest rates would have raised the
stock of US gross debt by an extra 2.4 percentage
points, halving the net ex-post gains from dollar
depreciation.3

Moreover, it is well known that US foreign assets
have a large equity component. This component
exposes the US to market risks, due to sizeable
changes in asset prices that may accompany rebal-
ancing. In fairly extreme scenarios of the adjustments
(for example, a worldwide recession), it is likely that
there would be significant declines in equity values.
Then, for a given exchange rate, US assets abroad
would fall in value relatively more than foreign
investors’ holding of US assets. This would seem to
offset some of the advantages that the US has from
exchange rate depreciation.

3. What has caused the current
imbalances?

There are a number of views on
the causes of current imbal-
ances, with quite different impli-
cations for the need for correc-
tive policy measures and differ-
ent predictions about the costs
of adjustment. In this section we
briefly discuss a representative
set of these theories, grouping
them under four main headings
depending on their focus: insuf-
ficient US savings, productivity
growth differentials, excessive
savings outside the US, and ex-
change rate policies pursued by
Asian countries.

3.1 Low US saving 

A widespread view attributes the
persistent US current account
imbalances to structural factors
and policies lowering US nation-
al savings.

As is well known, private savings
in the US have been trending
downward for quite some time.
Possible factors likely to have
influenced this trend include
population ageing; structural
changes in financial markets,

boosting the use of credit cards and consumer credit;
and, in the framework of deregulated credit markets,
the recent strong dynamics of housing prices. 

Last, but not least, private spending in the US has long
been sustained by easy monetary policy. While the US
monetary stance has been progressively tightened in
2005 (see Section 1.2 and Figure 1.9 in Chapter 1 of
this report), long-term interest rates have remained
low. For this reason, and because of tax advantages
benefiting mortgages, the US housing market
remained overall strong through 2005, helping to offset
the demand effect of the monetary contraction.4

Box 2.2 

Real return differentials in favour of the US

The US enjoys an important advantage in international capital markets. Historic-

ally, the rates of return earned by the US on its external assets are above the rates of

return the US pays on its liabilities. For instance, taking five-year averages, the

return differentials in favour of the US between 1995 and 2004 vary between one

and approximately eight percentage points.

What explains these positive return differentials? Potential explanations include the

following. First, a large share of US foreign assets consists of equities, while US

liabilities consist mostly of debt instrument with a large short-term component: the

US benefits from the fact that equities earn a premium over bonds. Second, since

dollar-denominated bonds are traded in deep liquid markets, they earn a liquidity

premium: the US can borrow at particularly low interest rates. Third, dollar

monetary assets are an important component of international liquidity, providing

the US with seigniorage revenue. Because of positive rate of return differentials, 

total income from net foreign assets earned by the US was still positive in 2005,

even though the country is a large net debtor in the world economy. This may soon

change as the stock of US liabilities keeps increasing.

The fact that the US has long earned a positive income from its net foreign assets

has recently been used to suggest the following provocative thesis: because an

international debtor should pay an interest income to its creditor; the fact that the

US is actually receiving income from abroad means that it cannot be a net debtor.

By way of example: in 2004, the US earned 300 billion dollars. Capitalised at

5 percent, this means that the US should actually have positive net foreign wealth

of 600 billions (see Cline 2005 and Hausmann and Sturzenegger 2006).

But how can the US be a net foreign creditor after running large current account

deficits for so many years? Hausmann and Sturzenegger call the difference between

recorded US net debt and their estimate of positive US net wealth “dark matter”. 

Dark matter is a colourful label pointing to under-reporting of US exports of

knowledge (via foreign direct investment), liquidity (the US issues widely traded

assets) and insurance (dollar assets are sought after as official reserves). The 

existence of “dark matter” implies that the value of US foreign assets and liabilities

must be well above their market value (estimated by Lane and Milesi-Ferretti

2006). Does “dark matter” exist? If it does, there would be no need for global

adjustments of the type discussed in the text. Unfortunately, the calculations

underlying estimates of “dark matter” completely ignore the basic fact that different

assets can pay different rates of return, depending on their risk and maturity. Why

should one apply the same rate of capitalisation (5 percent) to all the assets and

liabilities in the US external portfolio? Moreover, the debt figures presented in this

chapter are all estimated taking into account market valuation in stocks and bonds

markets, as well as exchange rates in the currency markets. Why should one distrust

market prices completely, and put one’s faith on a simple capitalisation exercise at

an arbitrary rate of return?

3 When market expectations anticipate depreciation, the size of net
gains also depends on the maturity structure of debt.

4 Some sign of house price stabilisation has been detected through-
out the year (see the Economist 2005). House prices have been high
and rising through the last few years also in some of the other indus-
trial countries that, like the US, have a persistent current account
deficit. This applies to Australia, New Zealand, Spain and the UK.
See also Chapter 5 of the 2005 EEAG Report. 



US private savings have, however, followed a rather
stable pattern, compared to US public savings, which
have deteriorated markedly since 2000 (see Chapter 1
of the report). The relaxed fiscal policy adopted by
the Bush administration has been blamed for worsen-
ing the external position of the country, when other
factors (essentially, exuberant expectations in the
asset market) were no longer influencing domestic
spending and international investment. Recent imbal-
ances would thus validate the “twin deficits” hypoth-
esis, that is, the idea that fiscal shocks raising the bud-
get deficit also raise the current account deficit. 

An important question is whether the recent US bud-
get and current account deficits are efficient ways to
finance the costs of the wars in Afghanistan and Iraq,
as well as the costs of dealing with terrorist threats
and unexpected events such as the Katrina hurricane
in 2005. Through domestic and foreign borrowing,
US residents can in fact smooth their consumption
and investment in the case of government spending
hikes, avoiding highly distortionary peaks in tax rates.

The argument of tax and consumption smoothing has
strong theoretical foundations. Yet the implied benign
view of the US external imbalance is not warranted.
In particular, the argument disregards the basic fact
that most of the US budget deficits result from tax

cuts which the Bush administra-
tion has been struggling to make
permanent. While current tax
cuts mainly benefit current gener-
ations, future generations will
have to service the interest bill on
the higher domestic and external
debt. The argument of efficient
tax smoothing in the face of tem-
porary spending hikes does not
apply. Rather, what is at stake is
re-distribution across income
classes and across generations in
a direction that amplifies long-
run fiscal and macroeconomic
concerns about population age-
ing (see Chapter 4 of the 2005
EEAG Report). 

The view attributing external
imbalances to low public savings
in the US has been recently chal-
lenged by some researchers, who
point out that fiscal shocks and
autonomous changes in spending
appear to have only limited

quantitative effects on the current account. According
to that argument, the impact of fiscal shocks on US
investment and saving is so high that at the margin
only 20 cents out of each deficit-financed dollar trans-
lates into excess demand for foreign imports (see
Bussière et al. 2005, Chinn and Ito 2005, Erceg et al.
2004 and Ferguson 2005 among others). Some
authors go as far as to question the validity of the
“twin-deficit hypothesis” altogether (see Kim and
Roubini 2003). 

However, even if current fiscal changes that increase
budget deficits had no sizeable contemporaneous
effects on the current account, budget deficits would
still have important effects on the sustainability of the
US current account. As argued by Corsetti and
Mueller (2005), the return to capital in an open econ-
omy generally responds to fluctuations in the real
exchange rate: fiscal shocks leading to real apprecia-
tion lower the return to current investment and hence
cause crowding-out effects. To the extent that fiscal
deficits crowd out private investment, a lower stock of
capital in the future would reduce the ability of the
US economy to meet its external interest bill without
reducing domestic consumption. In other words, con-
sumption of goods or leisure would have to be cut in
the future to service foreign debt. 
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Box 2.3 

Useful exchange rate and international relative price definitions

The nominal exchange rate is the price of one currency (the dollar) in terms of

another (the euro). In January 2006, one euro is worth approximately 1.20 dollars.

An increase in this figure would correspond to a nominal appreciation of the euro

(one euro buys more dollars), that is, a nominal depreciation of the dollar. The

external value of a currency can be calculated with reference to many currencies. In

this case one talks of a multilateral (as opposed to a bilateral) exchange rate.

Multilateral effective exchange rates are calculated as weighted averages of

bilateral exchange rates (the euro against the dollar, the yen, the sterling pound

etc.), weighted by importance of foreign trade with different trade partners.

Alternative weighting schemes can be based on GDP or financial portfolios.

The real exchange rate is the price of consumption in one country relative to the

price of consumption in another country. A real depreciation (or a depreciation in

real terms) indicates that the consumption basket in one country become less

expensive relative to that in another country (or group of countries). According to

its definition, the real exchange rate is calculated using consumer prices. As an 

indicator of competitiveness, it is sometimes calculated using producer prices or

labour costs (usually per unit of product)..

The consumer price index includes the price of both goods that are traded

internationally and goods that are not traded internationally (commonly refereed to

as non-tradables or non-traded goods). A good is not traded internationally when,

given technology and relative prices, its value is small relative to transportation and

trade costs, so that its shipment abroad is not economically viable. Given the price

of tradable goods, a fall in the price of non-tradables in a country (which lowers the

domestic consumer price index) implies a real depreciation (that is a depreciation of

the real exchange rate).

The terms of trade are the price of exports relative to the price of imports. The 

terms of trade worsen, or deteriorate, when the price of imports rises, or the price of

exports falls.
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Thus, whether or not a policy correction to the US fis-
cal stance has an immediate impact on the US exter-
nal trade, greater fiscal discipline would surely help
reduce imbalances in an intertemporal perspective.5

3.2 Expectations of sustained US productivity growth

A different argument emphasises expectations of sus-
tained productivity growth differentials in favour of
the US. Expectations of high productivity growth
have arguably played an important role in generating
strong US domestic demand in the second half of the
1990s, while making investment in the US relatively
attractive to foreigners. The question is whether and
to what extent this factor is still important.

We have seen in the previous section that private cap-
ital inflows into the US have fallen after 2000. As
shown by Table 2.1, the average net inflow of foreign
direct investment actually turned negative after 2003,
while foreign demand for US equities levelled off,
mostly because of a shift in the demand by Europeans
(Congressional Budget Office 2005). Figure 2.4 shows
that, on balance, the stock of US net equity and
cumulated FDI positions decreased rapidly in the
1990s and became negative after 2000; since then,
however, it has been increasing again. This evidence is
inconsistent with the hypothesis that international
investors are currently “chasing investment opportu-
nities” in the US, motivated by superior productivity
performance.

Nonetheless, expectations of high productivity and
income gains in the future may be a factor underlying
the low saving rates (discussed above), a point

stressed by Ferguson (2005). In the same vein, Engel
and Rogers (2005) focus on the US share in output
produced by advanced countries (including the G7
plus Switzerland, Sweden and Norway).6 This share
fluctuates between 38 and 40 percent before 1990; it
then trends upward, reaching 44 percent in 2004.
Most importantly, current forecasts imply a further
increase along the same trend. According to the cal-
culations by Engel and Rogers, the US is expected to
account for 49 percent of developed countries output
by 2017. In light of such forecasts, current account
deficits up to five to seven percent of US GDP may be
rationalised in terms of efficient consumption
smoothing: US households are simply taking advan-
tage of borrowing opportunities to consume part of
their anticipated future income gains now.

The view that US external deficits are essentially dri-
ven by expectations of high future growth in income
has two important policy implications. First, it is not
appropriate to talk about “imbalances”, as trade
flows are in fact balanced in an intertemporal per-
spective. Running a deficit today, US residents are
increasing current expenditure by borrowing
resources from foreign residents, in exchange for
future resources capitalised at the market interest
rate. Second, little or no dollar depreciation in real
terms may be required for some time. In the Engel
and Rogers’ version of conventional open macro
analysis, the dollar is strong (in real terms) during the
phase of high external deficits, and will weaken once
the US share in the advanced countries’ GDP sta-
bilises. As stressed by these authors, such stabilisa-
tion will happen quite a few years from now.
Moreover, when it comes, there would be nothing

dramatic in the real dollar depre-
ciation that will accompany the
US current account reversal.7

But, as mentioned above, it is
unclear why the optimistic fore-
casts of future growth driving

Figure 2.4

5 An interesting analysis discussing US fis-
cal policy in relation to the possible asset
market bubble in the 1990s is Kraay and
Ventura (2005).
6 Engel and Rogers (2005) carry out their
analysis in terms of net GDP. This is
derived by subtracting investment and
government final consumption of goods
and services from output. In intertempo-
ral models of the current account, net
GDP measures the flow of resources that
households can devote in each period
either to current consumption or to the
acquisition of foreign assets to finance
future consumption.
7 Such a portfolio perspective on dollar
adjustment dynamics is discussed by
Blanchard et. al (2005).



US consumption would not also cause foreign direct

investment into the US and/or acquisition of US

equities by foreigners. 

Most importantly, current expectations about US dif-

ferential growth may be too optimistic (after all,

expectations systematically underestimated prospec-

tive US growth rates in the early 1990s). If and when

expectations are revised downwards, restoring US

external balance (in an intertemporal perspective)

would require a sharp correction of spending plans,

possibly implying large movements in exchange rates

and relative prices (as discussed later on in this chap-

ter). Note that the above view completely downplays

the role of US government budget deficits in generat-

ing the current account deficits.

3.3 Excess saving outside the US: the “saving glut” or
”investment drought” view

Another view, which also downplays the idea of insuf-

ficient US savings, interprets the US current account

imbalance as the mirror image of excess supply of

saving in the rest of the world: according to Bernanke

(2005), the US current account deficit is the counter-

part of a global saving glut. This corresponds to an

increase in saving in excess of investment in emerging

markets after the series of currency and financial

crises throughout the 1990s. The glut is magnified by

rising surpluses in oil-producing countries that bene-

fit from high oil prices. 

The saving glut is essentially caused by “self-insur-

ance” policies pursued by many emerging-market

economies to minimise the risks of future crises and

liquidity runs. In practice, many countries have pur-

sued macroeconomic policies that turned external

deficits into surpluses, while building extremely large

stocks of international reserves. 

One may object that excess saving in emerging-market

economies could be matched by relatively small

deficits in all industrial countries, rather than by a

large deficit in one country only. To address this

objection, the saving glut view points to differences in

the macroeconomic, legal and institutional environ-

ment in which national financial markets operate:

because of these differences, international investors

perceive US assets to have higher “quality” than the

assets of other countries. For instance, asset quality

depends on the extent to which investors’ rights are

protected: since the US offers a high level of such pro-

tection, US assets are preferred by world savers look-

ing for opportunities of portfolio investment and
diversification. According to this view, the US deficits
mainly depend on the fact that excess world savings
are channelled preferentially to the US.

An obvious problem with this view is that while it can
rationalise the increasing role of monetary institu-
tions in providing financing to the US as a conse-
quence of self-insurance policies pursued by many
governments in emerging markets, it cannot explain
the increasing disaffection of private investors
towards US equities (see Table 2.1 and Figure 2.4).
While the saving glut idea may have had some merit
before 2000, it needs to be refined to fit recent global
portfolio patterns.8

Moreover, some observers (notably Roubini and
Setser 2004a,b and 2005a,b) emphasise that the sav-
ing-investment imbalance outside the US is to a large
extent due to abnormally low investment rates: thus,
it should be labelled an “investment drought” rather
than a “saving glut” (see also the evidence in Chinn
and Ito 2005). With the exception of China and a few
other countries, investment rates have fallen marked-
ly across emerging markets.9 In South-East Asian
economies, the drops have been as high as 10 percent-
age points of GDP from the peak in the first half of
the 1990s. One may argue, however, that the rate of
investment corresponding to those peaks was not sus-
tainable (see Corsetti, Pesenti and Roubini 1999).
Investment rates have also fallen in Japan and most
noticeably in the euro area.10 Low capital accumula-
tion may be due to the need by many corporations to
clean up their balance sheets after the financial tur-
moil around 2000 (International Monetary Fund
2005) or simply to “animal spirits” of entrepreneurs. 

In either case, the “investment drought” view offers a
potential explanation of the observed low levels of
real interest rates. The standard textbook model pre-
dicts that an exogenous drop in investment demand
indeed reduces the equilibrium rate of interest (by
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8 Caballero et al. (2006) reconsider this issue in a model with three
regions: a fast-growing US-type region, a slow-growing Europe-type
region, and an industrialising region with exceptional growth oppor-
tunities, modelled to reflect Asian emerging markets. Notably, in the
latter region, financial markets cannot supply quality assets because
there are frictions generating constraints on asset supply. For this
reason, in this region investment is mainly financed by firms’ man-
agers/owners, without the participation of savers. The model can do
reasonably well in accounting for recent patterns of global financial
flows. According to this analysis, both a slowdown in the Europe-
type region and a crash in the asset market in the emerging-market
region can cause an external deficit in the US-like region. Either
shock produces a prolonged period of low real interest rates.
9 See Chapter 2 of International Monetary Fund (2005) for a
detailed analysis.
10 Some of the investment fall can, however, be attributed to a secu-
lar decline in the relative price of investment goods.
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how much depends on the interest elasticity of sav-
ings). As an implication, one may expect interest rates
to rise as soon as investment picks up again.

3.4 Chinese economic policy and Asian currency pegs

The view that Asian emerging markets have substan-
tially contributed to generating current global imbal-
ances emphasises both a trade channel (related to the
size of the Asian external surplus) and a financial
channel (related to the increasing weight of official
lending by Asian countries in international net capital
flows).

The main focus is, however, on China’s exchange rate
policy and its strong influence on the policies pur-
sued by the other emerging markets in Asia.
Formally, China abandoned its inflexible peg against
the US dollar in July 2005, when it switched to a
managed float, allowing the renminbi to fluctuate
inside a small band around the dollar parity (see Box
1.2 of Chapter 1 of this report). Despite such re-
form, the Chinese renminbi hardly appreciated
through the second half of 2005. Reserve accumula-
tion has kept outpacing the trade and FDI surpluses
by a large amount.11 

The dollar peg regime is an important element in
China’s strategy to achieve rapid industrialisation,
which also includes strict capital controls de-linking
the domestic financial and banking sector from the
rest of the world, thus allowing Chinese authorities to
pursue country-specific credit policies and retain
some control over domestic monetary policy.12

Standard growth models predict that a financially
closed economy (such as China), converging to the
higher income level of industrial countries should
generate high investment and saving rates (see, for
example, Cuñat and Maffezzoli 2004). Indeed,
Chinese investment and saving rates are high by
international standards: official sources reported
gross investment to be 43 percent of GDP in 2003
(recent GDP revisions, however, may lower this per-
centage significantly). Obviously, to generate exter-
nal surpluses, China has engineered even higher sav-
ing rates. 

As the Chinese economy has been growing at a sus-

tained rate of around 9 percent per year, households

can reasonably be expected to have a strong incentive

to borrow against higher future income. How can

extraordinarily high growth rates be reconciled with

low consumption and excess saving? Traditional

explanations point to credit policies pursued by

Chinese banks, firmly directed towards the growth

objectives of the government in terms of industriali-

sation and export. Recent views also stress that with

the recent transformation of the business sector,

Chinese employees face the need to finance their

retirement, the education of their children, and health

services, as state-owned companies no longer provide

support in these areas (Chamon and Prasad 2006;

Blanchard and Giavazzi 2005). With an increase in

lifetime income uncertainty, high savings may corre-

spond to an inefficiently high level of self-insurance.

Finally, by worsening the country’s terms of trade,

undervaluation of the exchange rate reduces the pur-

chasing power, and therefore the wealth of domestic

households. Overall, a strategy of export-led rapid

industrialisation appears to be accompanied by poli-

cies discouraging domestic (consumption) demand. 

These considerations help address a rather puzzling

feature of the Chinese dollar peg, that is, the extent to

which Chinese authorities have managed to avoid

overheating and relative price correction for so many

years. Despite the high GDP growth rates, there has

so far been little evidence of inflationary pressure and

overheating leading to revaluation in real terms: in

2004 overall CPI inflation rose significantly (reaching

a peak as high as 5 percent in the third quarter of the

year), but it subsequently fell below 2 percent in 2005.

According to available statistics, wages and non-trad-

ed goods prices do not show appreciable changes. As

often argued, an important reason has been an

extremely elastic supply of labour (see, for example,

Dooley et al. 2005). But in light of the arguments

above, structural factors and policies containing

domestic demand have also played a role.

Overheating and inflation risk, however, is only one

possible undesired effect of the Chinese exchange rate

and export promotion policies. Price competitiveness

as well as tax and credit incentives for exporting firms

have arguably distorted the allocation of capital and

employment. In this respect, some studies report that

Chinese total factor productivity has fallen between

the first and the second half of the 1990s. Blanchard

and Giavazzi (2005) attribute such a fall mostly to

misallocation, that is excessive investment in the

11 Dooley et al. (2003 and 2004) interpret the current international
monetary and exchange rate regime with dollar pegs and large dol-
lar reserve accumulation as a revised Bretton Woods regime. See
Roubini and Setser (2005a) for a critical view.
12 A weak currency feeds a strong external demand for Chinese prod-
ucts, encouraging investment, but it also raises prices of imported
intermediate and capital goods. However, the bulk of infrastructure
building is based on local and non-traded goods, and FDI flows have
remained substantial. 



export sector. The financial side of real distortions is

excessive exposure of Chinese banks and financial

institutions to low-return firms, whose profitability

would be completely compromised were the exchange

rate to appreciate. Many observers argue that the

stock of non-performing loans by the state-owned

Chinese banking system is already large: the persis-

tence of distorted relative prices may bring it to quite

dangerous levels. Rising financial risks imply a rising

fiscal risk for the Chinese government.

The policy pursued by China and other Asian coun-

tries has global implications for world demand and

international prices. High rates of Chinese growth

have raised world demand for some capital goods as

well as for commodities, especially energy, which are

necessary to sustain the expansion of infrastructure

and productive capacity. On the other hand, excessive

saving (relative to investment) has limited the Chinese

contribution to the world demand for consumption

goods at large, possibly reducing the relative price of

consumption in terms of investment goods. This has

had a selective impact on the profitability of invest-

ment in industrial countries (countries specialised in

light manufacturing and consumer goods have obvi-

ously suffered the most). 

It is important to distinguish between long-run effects

of the ongoing integration of China and other emerg-

ing markets into the world economy and the short-

and medium-run effects of the exchange rate and

macroeconomic policies described above. As regards

the long run, classical trade theory offers precise pre-

dictions about the economic repercussions of inte-

grating large regions with abundant labour and a

small capital stock: as the global supply of labour

(and especially of low-skilled labour) rises faster than

global capital, the world economy will experience a

fall in the relative price of (unskilled) labour relative

to capital and a fall in the relative price of labour-

intensive goods. The integration process could make

unskilled workers in industrial countries worse off

while making capital owners better off than would

otherwise be the case (the policy issues implied by

these movements were addressed in Chapters 2 and 3

of the 2005 EEAG report). 

In the short and medium-run, most estimates of the

equilibrium exchange rates between China and the

rest of the world point to undervaluation of the ren-

minbi in real terms: estimates vary between 20 and

40 percent. Undervaluation creates a cost advantage

to Chinese exporters on top and above what is implied

by their comparative advantages but also keeps
Chinese terms of trade abnormally low and distorts
the internal relative price between traded and non-
traded goods. A 20-40 percent real exchange rate
appreciation would not wipe out export growth of
China nor eliminate the need for adjustment in the
production structure of industrial countries. Such a
correction would nonetheless rebalance the Chinese
macroeconomy in a decisive way.

There are several reasons to expect revaluation of the
Chinese currency in the coming months. First, after a
period of extraordinary expansion of China’s manu-
facturing base, the benefit of further expansion may
be low relative to the costs of allocation distortions
(including environmental costs). Second, revaluation
could prevent the build-up of protectionist pressures
in the US, sheltering the Chinese government from
charges of currency manipulation. While improving
the US trade deficit, however, a renminbi revaluation
may also be associated with a substantial slowdown in
the rate of reserve accumulation, that is, it may reduce
the contribution of official inflows to finance current
US imbalances. 

It is unclear at what speed, if any, China will under-
take some steps towards liberalisation of capital
flows. Concerns about the health of its financial insti-
tutions may induce caution in exposing Chinese
financial markets to the risks of volatile capital
flows.13 At this stage, an asymmetric relaxation of
controls on capital inflows is a relatively low-risk
option because of widespread revaluation expecta-
tions. In general, capital controls are notoriously dif-
ficult to implement: they may become less and less
stringent over time, or even force Chinese authorities
to accelerate the pace of liberalisation of capital
movements. 

4. What does global adjustment require?

Concerns about US current account imbalances are
often played down by stressing that, thanks to finan-
cial globalisation, markets can finance increasingly
large imbalances, and let “adjustment” proceed
smoothly and gradually (an influential view voiced by
Greenspan 2004). According to this argument, rela-
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13 By reducing profitability of firms now exporting thanks to subsi-
dies and a low exchange rate, a revaluation may generate bankrupt-
cies and costs for financial institutions. To the extent that the bank-
ing system is public, these costs will deteriorate the fiscal balance of
China. In addition, a revaluation will create capital losses on the vast
reserve holdings by the Chinese central bank (now around 40 percent
of GDP). 
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tive to the pre-globalisation world, market depth and
efficiency reduce the need of domestic governments to
implement policy corrections. 

As discussed above, financial globalisation has led to
unprecedented cross-border holdings of foreign assets
and liabilities, whose value fluctuates with the
exchange rate. The importance of capital gains and
losses in determining the real burden of a country’s
debt has led many observers to talk about a new “val-
uation channel” in the adjustment process, which
complements adjustment via net exports. In the case
of the US, the valuation channel functions as a shock
absorber, providing an additional reason to expect a
smooth resolution to the problem of stabilising the
US external debt, as was discussed in Section 2.3.

However, financial globalisation raises the possibility
of large reversals in capital flows, because interna-
tional investors (perhaps led by hedge funds and other
large active players in international markets) may all
at the same time attempt to shift out of US short- and
medium-term bonds. In the presence of sudden capi-
tal flow reversals, current account and trade adjust-
ment become central. If the US needs to increase its
net exports over a short period of time, reducing
imports and boosting exports will require a downturn
in economic activity and/or a sharp downward move-
ment of the US dollar. In this section we reconsider
this debate and its implications for the external value
of the dollar in detail.14

4.1 Real dollar depreciation: the goods market and the
domestic demand channel

What is the size of dollar real depreciation consistent
with correcting US imbalances? In a series of papers,
Obstfeld and Rogoff (2001, 2004, 2005) have
addressed this question by focusing on the equilibri-
um relative price adjustment required to eliminate the
US current account deficit (say, because a sudden
reversal of capital flows prevents the US from rolling
over its debt). The relative prices of interest include
the terms of trade, that is the price of exports in terms
of the price of imports, and the price of non-traded
goods in terms of the overall CPI, or in terms of the
price of internationally traded goods entering the US
CPI. Relevant definitions of these prices are provided
in Box 2.3 of this chapter.

To focus sharply on movements in these relative

prices, Obstfeld and Rogoff propose a stylised model

calibrated to the US economy in which employment

and capital in the traded goods and in the non-traded

goods sectors, and therefore also the outputs pro-

duced in the two sectors, are kept constant. The

authors study the changes in the consumption level,

consumption composition (between the two types of

goods) and relative income (the value of US output

relative to the rest of the world) necessary to eliminate

the current account deficit. 

The adjustment mechanism is as follows. To fill its

external financing gap, the US needs to raise its net

exports, that is, export more of the tradables pro-

duced and import less foreign tradables. This means

that the demand for tradables by US firms and house-

holds must fall and that the demand for US tradables

by the rest of the world must increase. 

Selling more US output abroad requires a drop in the

relative price of US tradable goods in the world mar-

ket. By definition this is a deterioration of the US

terms of trade. As traded output in the US and

abroad is held constant in the calculation, the size of

price adjustment will depend on the price elasticity of

the world demand for US tradables.

However, note that a fall in the price of US tradables

per se would raise, instead of reduce, the demand for

them by US firms and households. This is the reason

why adjustment also requires an even larger fall in the

price of US non-tradables, redirecting US demand

towards these goods. As a result, real depreciation

“switches” US consumption demand away from both

US and foreign tradables, in favour of US non-trad-

ables. This consumption “expenditure-switching”

effect corresponds to a change in the composition of

consumption. 

Moreover (and this is perhaps the most important

point), once the dollar has fallen in real terms US

households are poorer: the value of US non-tradable

output falls in terms of foreign goods, as does the

value of US tradables (the value of the latter falls

with the deterioration of the terms of trade). As US

income falls relative to the rest of the world, US con-

sumption also falls. In this model, a real depreciation

thus causes a US income and demand slow-down.

According to Obstfeld and Rogoff, most of the

required adjustment in the US real exchange rate is

attributed to the need for a fall in the relative price of

14 Recent contributions discussing alternative scenarios of adjust-
ment include Adalet and Eichengreen (2005), Clarida et al. (2005),
Croke et al. (2005), Edwards (2005), Faruqee et al. (2005), Freund
and Warnock (2005), Hunt and Rebucci (2003), Mann (1992) and
Mann and Plueck (2005).



US non-tradables. In extensive quantitative experi-
mentation, these two authors calculate the overall
depreciation of the dollar in real trade-weighted
terms required to improve the US trade balance by
about five percentage points of GDP. The required
real rate of depreciation ranges between 15 and
34 percent, depending on the elasticity of substitution
between tradables and non-tradables as well as
between domestic and foreign tradables. Conversely,
adjustment in the terms of trade is quite contained,
ranging between four and seven percent. In other
words, at most one third of the adjustment can be
attributed to adjustment in the international prices of
US tradable goods.

The size of adjustment estimated by Obstfeld and
Rogoff is quite large, but not unusual as compared to
the swings that major currencies have experienced
over the last decades. Between its peak in 2002 and the
end of 2005, the dollar depreciated in real effective
terms by 24 percent (based on IMF data). The corre-
sponding nominal depreciation was as high as 31 per-
cent. A revaluation by China and other Asian coun-
tries will also contribute significantly to correcting the
external value of the dollar in real effective terms.15

The time horizon for the correction makes a differ-
ence. In the above model, import demand from the
US falls with a large real depreciation of the dollar,
because a real depreciation (at constant output and
employment) implies a contraction in US income rel-
ative to the rest of the world. But in the short run,
adjustment in US external demand may well be driven
by a slowdown in output and employment (see
Edwards 2005). A contraction in the production of
non-traded goods would reduce, at the margin, the
pressure on the exchange rate: with less non-tradables
produced, their relative price will have to fall by less
to match the increased demand by US households.
However, if the slowdown spills over to the traded
good sector (despite the favourable relative price
movements), this will add to depreciation pressures.
This is because with less tradables to exports, US
imports must fall by more, creating the need for
sharper depreciation in equilibrium.

In the medium run, employment and capital alloca-
tion are bound to change (with consumption). First,
part of the adjustment may take the form of an
increase in hours worked and labour participation,

instead of a drop in consumption (after all, a deterio-
ration in the US terms of trade means that house-
holds are poorer relative to other countries: labour
supply may increase in response to this negative in-
come shock). Second, production will be re-allocated
across sectors, in response to the increase in the rela-
tive price of tradables, raising the overall supply of
US exports. 

As regards the dynamics of net exports and terms of
trade, an important issue is the extent to which exter-
nal adjustment will occur via an increase in the quan-
tity of goods already exported, as opposed to an
increase in the range of exports (that is, the extent to
which adjustment will be at the “intensive” as
opposed to the “extensive” margin). The main point
here is that any exogenous shock to the ability of the
US to borrow ultimately leads to a larger external
demand for US goods. This can stimulate the supply
of US goods and goods varieties that were not previ-
ously exported. In equilibrium, the terms of trade are
likely to move less when new goods are exported than
when adjustment only takes place at the intensive
margin (exporting more of a given set of goods). In
other words, adjustment at the extensive margins can
further reduce or prevent altogether a fall in the terms
of trade, reducing the required equilibrium real depre-
ciation (Corsetti, Martin and Pesenti 2005, 2006).

Unfortunately, empirical studies on the US point to
worrisome regularities regarding the response of US
imports to exchange rate and income movements.
Recent studies confirm the asymmetry between the
US and other countries first noted by Houthakker
and Magee (1969): the income elasticity of US
imports well exceeds the income elasticity of other
advanced countries’ imports from the US. Thus, a
given fall in the imports-to-GDP ratio requires a
much stronger income slowdown in the US than
abroad. By the same token, US import price elastici-
ties are quite low.16 Chinn (2005) finds that one sixth
of US imports are apparently insensitive to exchange
rate variations (although another finding is that non-
oil, non-computer imports are much more sensitive to
exchange rate changes than aggregate imports). 

An important lesson from these considerations is that
adjustment will require a protracted period of real
dollar weakness, but the magnitude of further dollar
depreciation (that is whether and by how much the
dollar should further depreciate) is quite uncertain.
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15 The share of Asia in US imports was in fact as high as around
28 percent in 2004, up from 25 percent in 2000 (the share of US ex-
ports to Asia is much lower and quite variable).

16 See Hooper et al. 1998 and the quantitative analysis by Corsetti et
al. 2004.
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The analysis by Obstfeld and Rogoff points to the

need for further real depreciation, but their approach

focuses on price elasticities between traded and non-

traded goods, whose estimates in the literature vary

markedly. Other complementary studies look into

other adjustment margins: consumption, the level of

employment, sectoral allocation of production, as

well as the composition of exports (intensive versus

extensive margins). The implications for equilibrium

movements in the dollar real exchange rate are quite

disparate.

Second, the main reason for expecting sharp dollar

depreciation, laid out in detail above, is that a sharp

dollar fall is required to drive down the price of US

non-tradables. So, while adjustment may well require

large depreciations of the dollar in real trade-weight-

ed terms, movements in the relative price of US

exports may actually remain quite small. What needs

to be sizeable is the correction in US net external

demand, but not necessarily the correction in US

export prices.

4.2 Dollar depreciation: portfolio valuation effects

We have already observed that, because of the par-

ticular currency composition of US foreign asset

and liabilities, dollar depreciation automatically

reduces the real net debt burden of the US.17 The

larger the valuation effects from depreciation, the

larger the fall in the real value of US net liabilities.

Note that a fall in the dollar helps the US external

position through two channels. The first is the tradi-

tional channel, through which dollar depreciation

encourages US net exports, improving the competi-

tiveness of US exporters, while discouraging US

imports. The second channel consists of valuation

effects, which raises the dollar value of US foreign

assets, improving the net external position of this

country. For this reason, valuation effects tend to

reduce the magnitude of dollar depreciation

required to achieve external adjustment, relative to

the case in which only the first channel is active. For

instance, in the model by Obstfeld and Rogoff

described above, valuation effects from dollar

depreciation could reduce the required rate of real

effective dollar depreciation by about five percent-

age points. These effects may help address current

imbalances but clearly are no substitute for net

export correction (see Obstfeld 2004).

Interestingly, as argued by Cavallo and Tille (2005),

valuation effects may do more than reducing the

overall magnitude of adjustment in trade: they can

actually play a substantial role in smoothing the

dollar decline along the path of adjustment. In the

experiments by these two authors, the US is

assumed to stabilise its stock of net external debt

relative to GDP. In the long run, the required rate

of real dollar depreciation is 27 percent (in their

baseline estimate). In the short run, sizeable capital

gains on gross external liabilities allow US house-

holds and firms to sustain current imports, reduc-

ing pressures on the exchange rates. Hence dollar

depreciation is below 10 percent, and around

15 percent in the first two years of external adjust-

ment. An important difference between short- and

long-run effects is that, over time, depreciation

expectations driving interest rates raise the cost of

debt, and therefore tend to reduce the overall mag-

nitude of valuation effects (see Section 2.3 of this

chapter). 

Nonetheless, some authors claim that advantages of

valuation effects are a stable long-run feature of US

borrowing, allowing the US to pay effectively nega-

tive returns on its net liabilities, a point forcefully

stressed by Gourinchas and Rey (2005a,b). In some

respects, this position is consistent with the evidence

on rate of return differentials in favour of the US,

which imply that this country can borrow on better

terms (discussed in Box 2.2 of this chapter). But the

fundamental issue is the extent to which a debtor

can count on valuation effects to depreciate system-

atically the real value of its liabilities. While asset

pricing may have played a large role in adjustment

historically, it is unlikely that a permanent net-debt

devaluation strategy is sustainable. Sooner or later,

international investors will price the risk of valua-

tion effects, leading to higher interest rates on the

US debt. 

So far, however, US long-term interest rates have not

moved significantly away from comparable euro area

rates. In the same spirit as a previous exercise by

Krugman in the 1980s, Obstfeld (2005) looks at the

return on inflation-indexed bonds issued in dollars

and in euros: in 2005 the return differentials between

the US and French 30-year debt instruments are just

a few basis points. In other words, markets do not

seem to attach any significant probability to the event

of a sizeable real depreciation of the dollar. The dol-

lar even appreciated during 2005 and earlier forecasts17 See Section 2.3 above.



of sharp redirections of portfolio flows away from the
US have so far been proven wrong.18

This is clearly a puzzle for those observers who
believe that further dollar depreciation and interna-
tional portfolio rebalancing is needed. If, as many
believe, markets are indeed mispricing adjustment
risks (it would not be the first time), the macroeco-
nomic consequences of market ‘inattention’ can be
quite far-reaching. To the extent that asset prices
suggest to policymakers that no correction is urgent
or necessary, imbalances may keep growing, mak-
ing adjustment much harsher and deeper in the
future.

4.3 Demand policies (fiscal correction in the US)

Even if revaluation of Asian currencies realign inter-
national relative prices in a way that is consistent with
a reduction in the current global imbalances, it is
doubtful that substantial correction will take place
without appropriate demand policies.

Conventional wisdom suggests that “expenditure
switching policies” (essentially, exchange rate revalua-
tion by Asian countries and benign neglect by the US
vis-à-vis a weak dollar) should be complemented by
“expenditure changing policies”. In China, for ins-
tance, a renminbi revaluation should be accompanied
by measures to sustain domestic demand (or at least
to remove current distortions that generate very high
savings). A reduction of Chinese national saving
would contribute to world demand, lowering this
country’s surplus more than implied by the loss of
“competitiveness” due to revaluation. It could also
help contain the strain on the Chinese economy due
to relative price changes.

The most important contribution to adjustment
should, however, come from a reduction in the US fis-
cal deficits, which requires a revision of tax policy.
Without any fiscal rebalancing in the US, a reduction
in Asian saving, possibly associated with a slowdown
or reversal in reserve accumulation, increases the
risks of financial strain in the global currency and
asset markets, due to disorderly adjustment charac-

terised by a loss of confidence in the dollar and finan-

cial turmoil.

In principle, a pick-up in European demand could

also provide a valuable contribution to global rebal-

ancing. There is, however, considerable scepticism

about such a possibility. In many European countries,

private consumption growth has been persistently low

(see Chapter 1), for reasons that are not entirely

understood. As argued in Chapter 1, high debt levels

in the euro area in combination with future demo-

graphic strains imply that there is little or no room for

fiscal stimulus in Europe.

5. A European perspective

This chapter has analysed various adjustment sce-

narios and policy options for reducing the macro-

economic risks associated with increasing global

imbalances. Reducing the size of the US current

account deficit does require an increase in US sav-

ing (both public and private) relative to the rest of

the world, and/or an increase in spending in the rest

of the world relative to the US. Depending on its

intensity, adjustment may produce a slowdown in

US growth and/or a prolonged period of dollar

weakness in real terms. Both factors will contribute

to a drop in US net imports. As is well known, the

response of the trade balance to real exchange rate

changes usually takes time: in the case of the US

the lag is traditionally quite long (see Krugman

1991) for an analysis of the so-called J-curve effect

in the US). 

While there is considerable uncertainty as to the tim-

ing and intensity of adjustment, most of the scenarios

reviewed above have potentially negative conse-

quences for the European macroeconomy. Europe is

likely to face a further weakening of external demand

for its products, as well as increasing competitive pres-

sure from the US (although the overall consequences

of adjustment for Europe will also depend on the

intensity of policy correction in Asian countries:

higher demand in these countries would obviously

have some positive effect on European net exports).

In addition, portfolio rebalancing, redirection of cap-

ital flows and the associated swings in asset prices and

exchange rates may have important effects on the

value of European assets and liabilities, raising the

likelihood of financial turmoil involving European

firms and banks. We consider these arguments in

detail below. 
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18 In his blog (http://www.rgemonitor.com/blog), Roubini lists a
series of contingent factors which may explain the strengthening of
the dollar in 2005. The list includes: widening of short-term interest
rate differentials between, on the one hand, the US and, on the other,
the euro area and Japan; growth differentials in favour of the US; the
effect of temporary measures, such as the Homeland Investment
Act, providing a tax incentive for profit repatriation; political factors
related to the constitutional referendum failures in Europe; and in-
creasing reservations about the pace and depth of the European inte-
gration process.
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To begin with, even though the overall European cur-
rent account imbalance with the US is small relative
to other macro regions, the external performance of
individual European countries is quite diverse. The
new EU members (as expected) run external deficits.19

Some old EU members (notably Germany) enjoy a
strong export performance, while some others
(notably Italy) have experienced a deterioration of
their competitiveness. In this context, the real and
financial dimensions of global adjustment are likely
to have asymmetric effects on the European economy.

Adjustment of global imbalances may or may not
require further dollar depreciation vis-à-vis the euro.
However, even if adjustment takes place with no fur-
ther fall in the dollar and/or with limited movements
in international prices, correcting the US current
account deficit does require an improvement in US
net exports. It follows that Europe is likely to experi-
ence a drop in external demand even if the associated
exchange rate movements are not as large as many
fear. In addition, an important question is whether
the US will decide to reverse its attitude towards free
trade, generating a new wave of protectionism. If this
is the case, we may witness some reduction in trade
among macro regions, with uncertain effects on the
cohesion of the European economy. 

Through valuation effects, further dollar depreciation
will make Europe poorer relative to the US. It is true
that Europe has a small net foreign asset position, but
the magnitude of valuation effects depends on the size
of the stocks of gross assets and liabilities. With
financial globalisation, these gross stocks are several
times larger than the net asset position. These effects
may also create asymmetric effects across Europe,
depending on the size of a country’s total foreign
assets and liabilities, as well as on the currency and
maturity structure of these portfolios. 

The last few years have been characterised by very low
long-term interest rates in real terms, lower than pre-
dicted by standard economic models (and conven-
tional wisdom). This may change with the start of an
adjustment process leading to a reduction of the US
current account. The reversal of capital flows and
portfolio allocation may lead to the emergence of
larger risk premia (also within the euro area) and
upward pressure on interest rates. The risks associat-
ed with high prices in the housing markets of many
countries have been frequently discussed (see Chap-

ter 5 of the 2005 EEAG Report). Increases in long-

term interest rates could clearly cause substantial falls

in housing prices. 

Further depreciation of the dollar in real effective

terms, associated with rising interest rates and the

emergence of interest rate differentials also among

European countries, could clearly exacerbate business

cycle and inflation differentials in Europe. Past expe-

rience and common sense suggest that consumer

prices and growth may respond more intensely to euro

exchange rate movements in smaller and more open

European economies than in the large economies.

The resolution of current imbalances may well pro-

ceed rather smoothly. But it is also possible that the

current build-up of imbalances will lead to ‘hard

landing’ scenarios. What risks do European policy-

makers face?

Consider first the possibility of a disorderly adjust-

ment, if and when international financial markets

become unwilling to roll over their credit to the US.

This means a US current account reversal associated

with strong relative price and exchange rate move-

ments, creating financial turmoil across markets: risk

premia will rise markedly, housing markets may col-

lapse, US demand could falter, and the dollar may fall

dramatically. 

In this scenario, it is highly plausible that European

financial and non-financial firms would suffer from

strong deterioration of their balance sheet and liquid-

ity shortages. This scenario would call for European

monetary and supervisory authorities to stress-test

their institutional framework. The 2003 EEAG report

analysed the regulatory and supervisory framework

for European financial markets (see Chapter 4 of that

report), assessing its effectiveness in intervening in

defence of the European payment and financial sys-

tem, and in reducing the liquidity costs for firms of

financial turmoil. The report pointed out concerns

related to the decentralised structure and complexity

of the framework.

Technically, interventions providing emergency liq-

uidity to firms and financial markets do not need to

compromise the ability of the ECB to retain control

over aggregate liquidity in the euro area. Injections in

one region could be compensated with opposite inter-

ventions somewhere else. On the other hand, if the

magnitude of financial crisis is large enough to gener-

ate substantial uncertainty about default rates by19 See Chapter 5 of the 2004 EEAG report.



firms and banks, monetary authorities may face diffi-

cult trade-offs between financial stability and price

stability, as monetary interventions may not be effec-

tive in preventing widespread default. Governments

may then have to shoulder large fiscal costs to avoid

a chain of destabilising bankruptcies. This raises

important issues about the distribution of possible

fiscal costs across countries. The deteriorating public

finances in many European countries, which were dis-

cussed at length in Section 3.3 in Chapter 1 of this

report, are an aggravating factor in this context. Weak

public finances may create undue constraints on

emergency financing in the case of a crisis associated

with a “hard” unwinding of global imbalances. This

provides yet another argument for fiscal discipline

now as a precaution against future financial crisis. 

In the event of a sharp correction of the dollar and a

deep US recession, monetary authorities in Europe

(the ECB and the national central banks in the coun-

tries outside the eurozone) must react to deflationary

pressure (coming from likely falls in export prices and

export volumes) by loosening the monetary stance.

The timing of intervention will be an issue, as proac-

tive pre-emptive interest rate cuts may be warranted

in such a situation. 

Overall, however, even if European monetary authori-

ties are successful in fighting financial contagion and

other undesired effects of liquidity shortages due to

large price swings in asset markets, Europe would still

face a severe aggregate demand problem well beyond

the reach of monetary policy and, as argued in our pre-

vious reports, also of fiscal policy. Perhaps the most

important risk for Europe associated with global imbal-

ances is that of facing a severe crisis without effective

policy instruments to stabilise the European economy.
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ECONOMIC GROWTH IN THE

EUROPEAN UNION

1. Introduction

Sluggish economic growth in many EU countries has
been a major concern in Europe in the past ten to fif-
teen years. In the post-war period up to the 1990s
European countries appeared to be catching up with
the United States as the gap between GDP per capita
in the US and West European countries gradually
narrowed. This tendency was dramatically reversed in
the 1990s. The catching-up process appears to have
come to an end and several EU countries, in particu-
lar France, Germany and Italy, have started to fall
further behind the US.1

The European growth problems have led to major
political discussions within the EU and achievement
of fast economic growth has become a key policy
objective. A notable expression of the concern for
growth was the March 2000 meeting of 15 EU leaders
that was held in Lisbon. The agenda set in Lisbon is
very clear in its emphasis on economic growth: by
2010 the EU should become “the most dynamic and

competitive knowledge-based economy in the world

capable of sustainable economic growth with more and

better jobs and greater social cohesion, and respect for

the environment”.2

The disappointing growth performance in several EU
countries has, however, not been a universal phenom-
enon. Some EU countries – notably Ireland, Finland,
Greece, UK, Spain and Sweden – have performed well
in the last ten years. In addition, we are beginning to
see “growth miracles” in several new EU member
countries, though the short time-span since the start
of the EU membership negotiations limits the possi-
ble conclusions about economic growth in the new
member states. The striking differences in the growth
experiences in the EU over the past decade are the
motivation for focusing several chapters of this year’s

report on the topics that are important for growth and
competitiveness of the EU. 

The purpose of this chapter is to set the stage for the
subsequent chapters by providing an overview of eco-
nomic growth that is at first hand descriptive but also
provides insights into growth processes that are
important for policy relevant conclusions. More
specifically, we will look at the following questions.

(i) How fast is the current speed of convergence in
per capita incomes in the EU, particularly in
Eastern European countries? 

(ii) How does Europe as a whole compare to the
United States? 

(iii) What are the main factors behind the different
growth performances of the most successful and
the most unsuccessful EU countries?

As an answer to the first question, we show that con-
vergence in per capita incomes in the EU is indeed
taking place, although it is largely driven by the con-
vergence between the old EU-15 and the new member
countries. The annual convergence rate among the
EU-25 is – depending on the measurement tech-
nique – between 1.7 and 1.9 percent a year, while it is
only 0.9 percent among the old member countries.3

All three figures fall somewhat behind the results typ-
ically reported for a larger set of OECD countries and
over longer time periods.

We then analyse the key determinants of economic
growth by looking at growth accounting computa-
tions that for each country decompose GDP growth
into the contributions of labour input, non-IT capital
input, IT capital input and total factor productivity.
To highlight the big differences between EU countries,
we separately investigate the successful cases of
Ireland, Greece, Finland, Spain, Sweden and the UK,
and the countries that have since the 1990s experi-
enced substantial growth problems, that is Germany,
Italy and France. As a benchmark, we compare the
EU with the US. 
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1 For example, see EEAG (2002), Chapter 5 for the data document-
ing convergence before the 1990s and divergence since the 1990s.
2 See p. 8 of EU (2004).

3 Various concepts of convergence will be discussed in more detail in
the following sections. 1.7 refers to the annual reduction in the vari-
ance of the growth rates across countries, while 1.9 is the rate at
which the initially lagging countries are closing the gap to the lead-
ing countries in terms of per capita incomes per year.
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While there exist, of course, many country-specific
factors, one can argue that as a whole the unsuccess-
ful cases have been growing mostly through tradition-
al capital accumulation and somewhat through gener-
al technological progress (total factor productivity
growth). Labour input, measured by total hours
worked, plays a substantial negative role (except for
Italy). Particularly in Germany, the decline in labour
input has made a sizeable negative contribution to
economic growth. 

There have been different roads to prosperity in the
more successful countries. In Ireland, Finland, the UK
and Sweden, there has been, since the mid 1990s, a
large increase in the contribution by IT capital growth.
However, it is remarkable that all production factors
have made a positive contribution in these countries,
including labour input for most
episodes. In these countries, rela-
tively rapid IT capital growth
seems to have been coupled with
relatively high total factor pro-
ductivity (TFP) growth. On the
other hand, two other success
cases, Spain and Greece, have
grown fast primarily due to more
traditional factors, that is capital
accumulation and labour input
growth. Data limitations pre-
clude a correspondingly detailed
analysis of the new EU member
countries and we consider their
recent performance only in terms
of crude indicators for sources of
economic growth.

After the comparison between
successful and laggard cases, we
analyse further the performance
of the EU countries in terms of
the sources of economic growth.
We emphasise a number of poli-
cy-relevant factors that can
influence the rate of general
technological progress. The con-
cluding section draws together
the different results and makes
suggestions for re-orientation of
the EU policies to improve eco-
nomic growth.

2. Overview of growth in the EU

We start our analysis of economic growth in the
EU-25 countries by looking at the paths of per
capita income. Because comparisons of absolute
levels of GDP per capita among countries are diffi-
cult due to differences in price levels, we normalise
the value of per capita income in 1995 to an index
number 100 and show how GDP per capita has
evolved in each country.4 Moreover, the data are
not adjusted for purchasing power parity (PPP),
because PPP-adjusted data are available only with
a lag. 

Figure 3.1a confirms that there are remarkable dif-
ferences among the EU-15 countries in economic
growth in the period 1995–2004. On the one hand, we

Figure 3.1b

Figure 3.1a

4 Thus, the time series of different coun-
tries cannot be used for comparing living
standards.



have the Irish miracle, with
Finland being a clear second.
Economic growth in the UK,
Greece, Spain and Sweden has
also been fairly rapid. On the
other hand, the large economies
of Germany, France and Italy
are the worst performers in terms
of GDP growth among the EU-
15 countries. However, country
size per se cannot be an explana-
tion for these differences, as the
UK and Spain were among the
best performers and, among the
smaller countries, GDP in
Belgium and in Denmark grew
rather slowly in the ten-year peri-
od starting from 1995. Denmark
has been hailed as an example of
a country that solved its unemployment problem, but
it does not stand out as a good model for economic
growth.

There are also major differences in the growth perfor-
mances of the new member countries, though on
average these countries do grow faster than the old
EU countries. Figure 3.1b shows that the Baltic coun-
tries, Estonia, Latvia and Lithuania, have had the
best performance, while Malta and Cyprus have had
the slowest growth. It should be noted that the start-
ing levels of the latter have been higher. If we exclude
Malta and Cyprus, then the Czech Republic has had
the slowest growth among the new EU members.

Figure 3.2, showing the cumulative growth in GDP per
capita in 1995–2004, puts all the EU-25 countries in a
single diagram. The figure shows that the new EU mem-
bers have mostly done well. They all start, of course,
from low levels of living standards as compared to
EU-15, a consideration that will be more closely inves-
tigated in the section on catching-up and convergence.

To conclude this section, we compare the develop-
ment of gross national versus gross domestic product.
GNP is arguably a better measure of living standards
of a country, as it takes into account incomes earned
by factors of production owned by the country.
Figure 3.3 presents the annual average difference

between growth in GDP and
GNP for 1995–2004. This differ-
ence could be important especial-
ly for the countries that have
invested abroad or whose resi-
dents work abroad. Figure 3.3
shows that GNP growth was
indeed somewhat higher than
GDP growth for the successful
“high-tech” EU countries Fin-
land, Sweden and the UK. In
contrast, GDP and GNP growth
was almost the same in France
and Germany. Italy performed
slightly better in terms of GNP
than GDP growth. It is also seen
that GDP growth for the Nether-
lands, Ireland, Spain and Bel-
gium overstates the growth in liv-
ing standards.
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Persistent movements in the terms of trade are anoth-
er factor that can affect comparisons of different con-
cepts of domestic product versus income. In the last
fifteen years the prices of IT goods have fallen rapid-
ly, which has reduced the benefits from fast produc-
tivity growth in the IT sector. Thus, real income
growth in countries that have relied on IT sector ex-
ports has been slower than it would have been without
adverse price developments. This effect can be non-
trivial: for example, in 1998–2004 Swedish GDP at
constant prices rose at an average annual rate of
2.8 percent, whereas the rate of growth of its nominal
GDP deflated by the price index for domestic absorp-
tion was only 2.2 percent.5

3. Convergence in economic growth

A central question is whether economic growth in
poorer countries is on average faster than in richer
countries. If this is the case, it is said that there is con-
vergence among countries (in levels of GDP per capi-
ta), which in turn is an indication that living stan-
dards tend to be equalised in the long run. The main
reason for the convergence hypothesis is that the tech-
nologically most advanced countries are dependent
on the development of new technologies, which is
both a time- and resource-consuming activity, where-
as technological followers can rely on imitation and
technology diffusion to achieve technological progress
with lower resource costs.6

In this section, we investigate the convergence prop-
erties of the EU-25 countries. The possibility of con-
vergence can be examined by
using different indicators. We
look at some well-known con-
cepts of convergence, such as the
notions that countries with
lower initial per capita incomes
have higher growth rates on
average (called absolute or beta
convergence) and that there
occurs a reduction in the disper-
sion of income levels across
countries over time (called sigma
convergence). Overall, we find

that significant beta and sigma convergence is taking
place in the EU, although the rate of convergence is
somewhat slower than typically reported for the total
OECD.

As a first step, we perform a standard statistical re-
gression analysis that tests for absolute (beta) conver-
gence by regressing the growth rates over the last ten
years on the initial (logarithmic) levels of per capita
income in 1995 and an intercept. Figure 3.4 demon-
strates that there indeed exists absolute (beta) conver-
gence within EU-25. However, the speeds of conver-
gence differ among the EU-25 and the old EU-15
countries. While in the EU-25, the countries are con-
verging at an annual rate of 1.9 percent a year, the
convergence rate among the EU-15 countries is only
0.9 percent a year. This suggests that convergence in
the EU is mostly driven by the catching-up process of
the Eastern European countries to the per capita
income levels of Western Europe.

An alternative, non-regression-based method to mea-
sure convergence is to examine the development of
the dispersion of per capita incomes across countries
over time (sigma convergence). This can be done by
computing the standard deviation of the per-capita
income distribution in the EU-25. Figure 3.5 shows
the development of income dispersion over time and
confirms the preceding evidence, as we see a clear ten-
dency towards convergence within Europe. Dis-
persion has declined steadily, except between 1998
and 1999. The convergence rates that can be comput-
ed from this diagram are somewhat lower than the
previous results from beta convergence. They indicate

Figure 3.4

5 Measuring this effect requires an appro-
priate price deflator for domestic absorp-
tion, which is not always available.
6 Neoclassical growth models also predict,
ceteris paribus, convergence in levels of
GDP. See, for example, Barro and Sala-i-
Martin (2003) and Jones (2002) for a fur-
ther discussion of these concepts.



that the income dispersion is declining at a rate of
1.7 percent a year.7

Our findings suggest that convergence with the EU
is taking place, though at somewhat lower rates
than what has been found in other studies for a
larger set of countries. Using both definitions of
convergence, Barro and Sala-i-Martin (2003) com-
puted that the convergence rates are between 2 and
3 percent among OECD countries as well as among
US states.

Figure 3.5, showing the declining dispersion of
incomes per capita in the EU in terms of the standard
deviation, does not take into account possible asym-
metries. For distributions that are highly skewed, par-
ticularly flat or peaked, it is necessary to look at the
higher moments, or better still at a histogram of the
distribution of incomes per capita. The latter can be
described by what is known as the kernel (smoothed
density) of the distribution.
Figure 3.6 shows the results of
kernel density estimations for the
distribution of per capita in-
comes in 1995 and 2004.8 From

these graphs we can see that the
distribution of income levels
across EU countries has become
less asymmetric over time. While
in 1995, the income distribution
was clearly skewed to the left and
almost took the shape of a dou-
ble-bell shaped function, its
counterpart in 2004 indicates a
more symmetric distribution
around the mean. This again sug-
gests that the convergence pro-
cess is one of “East” converging
to “West”. From this graph it is
reasonable to expect that in the
future there will emerge a clear
single-peaked distribution of
incomes per capita in the EU
countries even before full conver-

gence of the eastern European countries has been
achieved.

Our findings can be summarised by noting that the
growth process within the EU exhibits clear catch-
ing-up of the poorer countries, which are largely the
new members from East Central Europe, towards the
Western “old” EU countries. This convergence is
very gradual and somewhat slower than what
appears to hold for the OECD area as a whole. The
results show that the major growth policy concerns
in the EU should not be the differences between the
“old” and “new” EU countries, but rather the slug-
gish performance of some key Western EU coun-
tries. Our descriptive analysis has revealed large dif-
ferences between the EU-15 countries. It is instruc-
tive to evaluate the reasons behind these differences.
We next examine growth in the old EU countries
more closely.
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Figure 3.5

7 The standard deviation of log per capita
income across countries declines by
1.7 percent a year. Note that this is not the
same as the convergence rate reported
above. In the case of beta convergence, the
convergence rate measures the rate at
which the lagging countries are expected
to catch up with higher-income countries.
Only under specific assumptions about the
distribution of growth rates and income
levels would the two convergence rates be
identical. 
8 The kernel densities are the smoothed
versions of a histogram of real per capita
incomes.

Figure 3.6
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4. Factors behind growth 
performance – a growth-
accounting perspective

In this section, we look more
deeply into the sources of eco-
nomic growth by performing a
growth accounting analysis for
selected countries. Our aim is to
uncover the differences between
the EU countries that have been,
respectively, successful and
unsuccessful in their growth performance. However,
before examining the successful as well as the unsuc-
cessful growth cases in the EU, we look at the US,
which is the natural benchmark for growth compar-
isons. Quite appropriately, the US growth perfor-
mance has been used as the reference point in policy
discussions in Europe. 

In general, growth accounting tries to uncover the
sources of economic growth by considering the pro-
duction side of the economy, so that growth of aggre-
gate output is decomposed into contributions from
growth in factor inputs (capital, labour and other fac-
tors) and from general technological change. This
approach can be used in a flexible way depending on
the availability of data on inputs of productive fac-
tors. It is not possible to measure technological
change directly, so its effects are shown by the residual
in the growth-accounting decomposition. 

Our analysis uses data provided by the Groningen

Growth and Development Centre9 (see in particular
Timmer, Ypma and van Ark 2003, who emphasise the
role of information technology (IT) in economic
growth). In our computation, overall GDP growth is
decomposed into contributions from the growth of
labour input, non-IT capital input, IT capital input
and total factor productivity (TFP). TFP is a measure
of general technological progress. The decomposi-
tions are based on the equation:

@lnY = vL @lnL + vKn@lnKn + vKit@lnKit + @lnA,

where the v’s denote the shares in total factor income,
Y denotes GDP, L denotes labour input (measured as
total hours worked), K denotes capital, the subscript
it denotes the information technology sector, the sub-
script n denotes the non-IT sector and A denotes
Hicks-neutral technological progress that augments
the aggregate input.10

The results of this exercise can shed light on the ques-
tion why the economies of some European countries
– like Ireland, Greece, Finland, Spain, Sweden and
the UK – grew very well, while others – in particular
the large economies of Germany, Italy and France –
experienced very sluggish growth over the last decade.
We begin by establishing a benchmark for our analy-
sis and first consider the US, which over the last ten
years has grown remarkably well. 

4.1 Benchmark: sources of growth in the US

Applying the basic growth-accounting equation given
above to US data, we obtain the results in Table 3.1.
The results show that, for example in the five-year
period 1995–2000, GDP grew by an average annual
rate of 4.2 percent, of which growth of labour input
contributed 1.3 percent, growth of IT capital 0.9 per-
cent, growth of non-IT capital 0.6 percent, while gen-
eral technological progress (TFP growth) on average
contributed 1.5 percent per annum. In the latter peri-
od 2000–2004, growth was clearly lower than in the
preceding five years and it came primarily from the
growth of capital inputs (with IT capital again being
somewhat more important than non-IT capital) and
technological progress. The contribution of labour
input was even slightly negative – probably as a result
of the downturn in the US economy.11 

The US benchmark yields several important results.
First, the growth rate of the US economy has been
quite high, which runs counter to usual notions of
convergence. Second, the role of IT capital is quite
strong as its growth contribution has been higher
than that of other capital. Such a key role of IT is a
recent finding in studies of economic growth.12 A

9 Their data is publicly available at their web-page at: 
http://www.ggdc.net/dseries/growth-accounting.shtml

Table 3.1  

Growth accounting for the US

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 4.2 0.9 0.6    1.3 1.5 

2000–2004 2.4 0.6 0.4 – 0.3 1.7 

Note: The columns in the growth-accounting tables may not add because of

rounding.

Source: Groningen Growth and Development Center (GGDC), Total Economy 

Growth Accounting Database. 

10 This is equation (6) of Timmer, Ypma and van Ark (2003).
11 Although the total number hours fell, as indicated in the table, the
total number of employed workers increased slightly also in the peri-
od 2000–2004. 
12 For a long time, growth accounting studies had difficulties in
showing the importance of IT.



third striking feature of US
growth is that growth in labour
input played a strong positive
role in the late 1990s even if it
has had a minor negative contri-
bution since 2000. 

4.2 The laggard countries:
Germany, France and Italy

We next investigate economic
growth in the large EU countries
that have grown slowly over the
period under investigation: Ger-
many, Italy and France. The
results of the growth-accounting
exercises for these countries are
reported in Tables 3.2a–c. 

The results suggest a number of
important conclusions. The first
striking observation is that
labour growth contributed neg-
atively in Germany throughout
the ten-year period and in
France after 2000. This negative
contribution is likely to be due
to increased unemployment as
well as working time reductions.
It will be examined further below. 

Second, conventional capital appears to have been
more important than IT capital for growth in the lag-
gard countries, with Germany being somewhat of an
exception in 2000–2004. However, the contribution
from growth in IT capital in Germany was very low
anyhow. This is in marked contrast to the US, as
shown in Table 3.1 above.

Third, total factor productivity has not been a major
source of growth in most cases, though France and
Germany in 1995–2000 are exceptions. However, in
the period 2000–2004, TFP growth was low in both
France and Germany. We will discuss possible rea-
sons for slow TFP growth below. The small role of
technological progress is particularly marked for
Italy, where non-IT capital growth has been the main
source of growth, and TFP growth is even negative
after 2000. The Italian experience (as well as that of
other earlier high-interest-rate countries discussed
below) may partly be explained by the introduction
of the euro. The common capital market has induced
capital flows from former low-interest-rate countries,
like Germany, to former high-interest-rate countries,

like Italy. With the introduction of the common cur-

rency, interest rates have been equalised across the

eurozone. We observe today relatively low contribu-

tions of non-IT capital growth in the former low-

interest-rate (capital abundant) countries and high

contributions in the former high-interest-rate (capital

scarce) ones.

Fourth, the contribution of IT capital growth has

been relatively small in the three laggard countries.

Moreover, quite remarkably the share of TFP growth

in total GDP growth has declined over time. This sug-

gests that the laggard countries have not been suc-

cessful in making use of the new opportunities pro-

vided by the IT revolution.  

4.3 The successful cases: Ireland, Finland, Greece,
Spain, Sweden and the UK

Looking at the countries that are usually regarded

as the European success stories, it is difficult to find

clear patterns that are common to all of these coun-

tries. It appears that we can identify two different

groups of successful cases. The first group, consist-

ing of Finland, Ireland, Sweden and the UK, has
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Table 3.2a 

Growth accounting for Germany 

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non- IT capital 

growth

Labour

growth

TFP

growth

1995–2000 1.7 0.3 0.3 – 0.4 1.5 

2000–2004 0.5 0.2 0.2 – 0.5 0.6 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

Table 3.2b

Growth accounting for France 

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 2.7 0.3 0.7 0.2 1.6 

2000–2004 1.4 0.2 0.8 – 0.1 0.5 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

Table 3.2c 

Growth accounting for Italy 

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 2.0 0.4 0.7 0.5 0.4 

2000–2004 0.9 0.4 0.8 0.8 – 1.1 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.
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relied on the IT revolution as these countries have
had relatively rapid growth of IT capital. Growth
of IT capital has been more important than growth
of conventional capital for Finland, Sweden and
the UK. However, in Ireland non-IT capital has
been relatively more important than IT capital, but
the growth rate of IT capital has also been high.
Tables 3.3a–d show the results of growth-account-
ing computations for Finland, Ireland, Sweden and
the UK.

This first group of countries is also characterised by
the significant role of general technological
progress, as indicated by the growth rates of TFP.
We can also observe that the increase of labour in-
put has been an important underlying source of

growth in Ireland and in the UK. However, this
observation does not hold for the Scandinavian
countries, as in these countries growth in labour
input was negative in 2000–04. The positive contri-
bution in the first period can be largely explained by
increased labour utilisation when Finland and
Sweden were emerging from the deep recessions in
the first half of the 1990s.13

The second group of successful countries compris-
es Greece and Spain, which also grew clearly better
than the average EU country. In these two coun-
tries, the sources of growth differ quite substantial-
ly from the growth patterns from the first group of
countries discussed, where growth was largely dri-
ven by IT capital and TFP. Tables 3.4a–b give the

results of the growth-account-
ing decompositions for Greece
and Spain.

In Spain, labour input has been
by far the most important
source of growth. This observa-
tion indicates that Spain was
very successful in recent years in
addressing its unemployment
problem. Furthermore non-IT
capital growth played a major
role, which is partly due to a
euro-driven single capital mar-
ket effect, as previously dis-
cussed in the case of Italy. In
both Greece and Spain, the per-
ceived “country risk premium”
in interest rates explained by
exchange rate risk has disap-
peared after the introduction of
the euro. The fall in interest
rates has stimulated investment
and explains the large contribu-
tion of non-IT capital growth.
In Greece, the contribution from
the individual factors of pro-
duction has been of relatively
similar magnitude, though in
Greece the contribution of TFP
growth was also quite large in
the second half of the 1990s
(and surprisingly small in the
period 2000–2004). 

Table 3.3a 

Growth accounting for Ireland

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 9.7 0.6 2.3 2.1 4.7 

2000–2004 5.0 0.4 2.3 0.5 1.9 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

Table 3.3b

Growth accounting for Finland

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 4.9 0.7 0.1   1.0 3.0 

2000–2004 2.3 0.6 0.3 – 0.3 1.7 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

Table 3.3c 

Growth accounting for Sweden

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 3.5 0.8 0.4   0.7 1.7 

2000–2004 2.1 0.4 0.2 – 0.4 1.9 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

Table 3.3d

Growth accounting for the UK

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 3.3 0.8 0.6 0.7 1.2 

2000–2004 2.3 0.34 0.5 0.2 1.3 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

13 See Honkapohja, Koskela, Leibfritz
and Uusitalo (2005) for a discussion of
the 1990s crises in Finland and Sweden.



5. Why are there differences in growth 
performance? 

The preceding discussion has shown that, during the
last ten years, there have been major differences in
rates of economic growth and in the sources of
growth between successful and
unsuccessful EU countries. It is
important to deepen our under-
standing of the possible reasons
for these differences. Investi-
gating them may also provide
answers to the crucial question:
to what extent can economic pol-
icy influence growth and what
might be appropriate growth
policies? We found in the previ-
ous section that the first group of
the successful EU countries
appeared to have strong growth
in IT capital and strong overall
technological progress (TFP
growth), while the second group
of successful countries relied
more on traditional engines of
growth: non-IT capital and
labour. In this section we exam-
ine more closely the sources of
economic growth for the Western
EU countries. 

5.1 Capital formation in the EU
countries

Table 3.5 shows the growth rates
of IT and non-IT capital services
for the EU-15 countries in the
period 1995–2004.14 Capital ser-
vices are measured using the
methodology developed by
Jorgenson and Griliches (1967),
in which growth rates of different
types of capital are weighted
using average shares of each cap-
ital asset type in the value of the
property compensation in terms
of rental prices.15

Table 3.5 shows that most EU
countries invested rather heavily
in IT capital, which led to im-

pressive growth rates in IT capital services in the
boom period 1995–1999. In the period 2000–2004 IT
capital growth slowed down. Interestingly, Ireland,
Finland, Sweden and the UK do not stand out ac-
cording to IT capital growth, even though they had
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Table 3.4a 

Growth accounting for Spain

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 4.0 0.3 1.1 2.8 – 0.3 

2000–2004 2.5 0.3 1.2 1.6 – 0.6 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

Table 3.4b

Growth accounting for Greece 

Contributions to GDP growth by 
GDP

growth IT capital 

growth

Non-IT capital 

growth

Labour

growth

TFP

growth

1995–2000 3.8 0.3 0.6 0.7 2.4 

2000–2004 4.2 0.4 0.9 1.0 0.3 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.

14 The data here, too, are from the
Groningen Growth and Development
Centre. See footnote 9.
15 See Timmer, Ypma and van Ark (2003)
for further details on the method of con-
struction of the data.

Table 3.5 

Growth rates of IT and non-IT capital services in EU-15 countries, 1995–2004 

IT 

Capital 

Non-IT

Capital 

IT 

Capital 

Non-IT

Capital 

Austria Italy

95–00 14.5 2.0 95–00 13.6 2.4 

00–04 10.9 2.1 00–04 10.0 2.5 

Belgium Luxembourg

95–00 20.3 0.7 95–00 17.0 5.9 

00–04 11.0 0.4 00–04 12.9 4.3 

Denmark  Netherlands

95–00 10.9 1.4 95–00 21.1 1.8 

00–04 17.6 2.9 00–04 9.0 1.1 

Finland  Portugal

95–00 13.8 – 0.2 95–00 21.6 4.4 

00–04 10.8 0.2 00–04 10.2 2.3 

France  Spain

95–00 16.9 2.2 95–00 15.8 3.8 

00–04 8.6 2.4 00–04 9.4 3.8 

Germany  Sweden

95–00 13.4 1.0 95–00 19.1 1.7 

00–04 7.8 0.3 00–04 6.8 0.7 

Greece  UK

95–00 18.9 3.8 95–00 20.1 2.1 

00–04 15.1 5.3 00–04 8.3 1.1 

Ireland US

95–00 34.6 5.9 95–00 17.9 2.8 

00–04 13.5 5.0 00–04 9.1 1.8 

Source: Groningen Growth and Development Center (GGDC), Total Economy

Growth Accounting Database.
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significant contributions to
growth from this source. The
explanation, shown in Table 3.6,
is instead that these countries
already had a relatively high
share of IT capital as their tech-
nologies had adapted to the rel-
atively high use of IT capital
before the mid-1990s. The same
applies to the US. Differences in
the shares of IT capital are an
important explanation of why
the recent growth contribution
of IT capital has varied among
countries. Early users of IT cap-
ital benefited from the high-tech
boom of the 1990s.

There is more variation among
the EU countries in the growth
rates for conventional capital.
Ireland, Greece and Spain (as well as Luxembourg
and Portugal) have had very high growth rates of
non-IT capital. In contrast, the growth of conven-
tional capital has been low for Germany and also
Finland, though the latter country is among the
success cases in the EU. Finland relied on increases
in IT capital for its growth, but this was not the
only reason for success. As can be seen from Table
3.3b, TFP growth was a major contributor to
growth in Finland. This was in turn a result of

structural changes in which low-productivity activ-
ities were replaced by new activities with higher
productivity (see Honkapohja, Koskela, Leibfritz
and Uusitalo 2005 for an analysis of the Finnish
case). 

Diffusion of IT

Another important aspect concerns how widespread
the use of IT is. We compare EU countries, using two
broad indicators of IT diffusion. Figure 3.7 describes

the share of expenditure (as per-
cent of GDP) on IT in each
country, while Figure 3.8 dis-
plays the number of personal
computers per 1,000 persons. It
is evident that Sweden is a clear
leader in both these respects. The
other high-tech based success
cases, the UK, Finland and Ire-
land are not quite top performers
according to these indicators,
although on the whole they score
well above the average. On the
other hand, the other success
cases, Greece and Spain, are
below average in these indica-
tors, which confirms the view
that their success was not based
on wide adoption of IT. Of the
laggard countries, France and
Germany score relatively high
– somewhat above average – in

Table 3.6 

Average share of GDP imputed to IT and non-IT capital, 1995–2004

Non-IT Capital IT Capital 

Austria 32.6 3.5 

Belgium 25.1 4.4 

Denmark 30.0 5.0 

Finland 29.8 4.7 

France 33.0 2.4 

Germany 29.4 3.5 

Greece 20.4 2.3 

Ireland 41.4 2.3 

Italy 34.9 3.7 

Luxembourg 32.3 3.7 

Netherlands 26.4 2.8 

Portugal 26.2 3.0 

Spain 28.9 2.7 

Sweden 24.7 5.6 

UK 26.7 4.4 

US 24.0 6.0 

Source: Groningen Growth and Development Center (GGDC), Total Economy 

Growth Accounting Database.

Figure 3.7



terms of these indicators, while Italy is well below the
average.

5.2 Structure of labour input

The previous section showed that there was no clear
pattern among the various groups of countries of
how labour growth has contributed to total growth
in the economy. Among the successful cases, labour
contributed positively to growth in Spain, Greece,
Ireland and the UK over the whole 1995–2004 peri-
od, but had partly negative contributions in Finland
and Sweden. In the group of lagging countries, the
contribution was positive in Italy and negative in
Germany and France. In this section, we decompose
changes in the total hours worked into changes in
annual hours per worker (working time) and
changes in the total number of employed workers
(employment). While a reduction in working time
might be the outcome of negotiations between
unions and employers, and therefore could some-
times even be interpreted positively as a welfare
gain, comparable to a wage increase, a reduction in
employment would clearly reflect problems in the
labour market.16

Table 3.7 shows that total annual hours worked have
decreased in almost all EU countries over the
1995–2004 period, Belgium, Denmark and Greece

being the only exceptions with
minor increases. Remarkably,
total annual hours also decreased
in the United States during the
period 2000–04.

Employment (the total number
of workers), on the other hand,
has increased in almost all coun-
tries. The only instances where
employment has fallen are Den-
mark and Germany. This obser-
vation explains why Germany
has experienced such a large
negative contribution of labour
growth to output growth as
described in the earlier section.
While Germany shared in the
working time reductions that
were common to most of the

EU countries, it also experienced a reduction in the
total number of employed workers, reflecting both
increases in unemployment and reductions in labour
force participation. The combination of a decline in
working time and employment makes Germany
unique in Europe. This development stands in sharp
contrast to the US.

As regards the successful countries, Table 3.7 is also
interesting. Finland and Sweden, which also experi-
enced negative contributions from total hours
worked, both had substantial positive contributions
from the total number of employed workers. In both
countries, the negative contribution of labour to total
growth after 2000 was in both countries due to sub-
stantial reductions in hours worked per employee.

5.3 Technological progress

TFP growth can be thought of as a measure of gen-
eral technological progress, which is not embodied in
the explicit factors of production: labour and the var-
ious types of capital. The non-measurable factors in
TFP include innovations and improvements in gener-
al knowledge and the organisation of production.
However, since TFP growth is measured as a residual,
it also contains other effects such as cyclical ones,
pure changes in efficiency, and measurement errors. It
can also contain effects from improvements in labour
and capital quality, since such quality improvements
are difficult to quantify and may not be fully incorpo-
rated into factor shares and growth rates of the corre-
sponding productive factors. 
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Figure 3.8

16 Note, however, that in the case of France for instance the reduc-
tion in working hours was legislated, rather than the outcome of
negotiations. Furthermore, the reduction in working hours is often
the response to high unemployment, as work-sharing may be one
way to alleviate the consequences. EEAG (2005), Chapter 3 discuss-
es these issues in detail.
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Table 3.8 shows the TFP growth rates for the EU-15
countries.17 The high TFP growth in Finland, Ireland,
Sweden and the UK is clearly visible. These countries
do better than or about equally well as the US. In-
terestingly, Greece has also experienced high TFP
growth, which has given an important contribution to
its high growth.

As discussed above, TFP growth
in principle measures general
technological progress, includ-
ing structural change. However,
innovations and improvements
in the general knowledge and
organisation of economic activ-
ities are not directly measurable.
This means that one has to
restrict the analysis to only indi-
rect indicators of determinants
of TFP. It is usually thought
that high quality of the educa-
tion system, strong competition
and deregulation, and innova-
tion and entrepreneurship can
enhance TFP growth. Therefore,
we next look at indicators of
these factors.  

Education

Education is often considered a
key determinant of economic
growth. It is regarded as one of
the most important potential pol-
icy instruments for raising both
TFP growth and economic
growth in general.18 Education
has also been subject to intensive
policy discussion in the EU, as
evidenced by, for example, the
emphasis on education and the
information society in the Kok
report (EU 2004). 

A traditional way of studying
the role of education in econom-
ic growth is to allow for human
capital as an explicit determi-
nant of economic growth (which
we did not do above). Human
capital is then usually measured
as the average number of years
in schooling. With this measure,

education has been found to have a clear positive
effect on growth.19

Figure 3.9 provides basic data on the educational
expenditures in EU-25 countries. We see that some

Table 3.7 

Changes in total annual hours worked, annual hours per employee and number

of workers employed, 1995–2004 

 Total hours
Annual hours

per worker

Total number

of workers 

Austria

95–00 – 0.37 – 0.44 0.07 

00–04 – 0.22 – 0.46 0.25 

Belgium

95–00 – 0.08 – 1.16 1.12 

00–04 0.74 0.30 0.45 

Denmark 

95–00 0.6 – 0.4 1.0 

00–04 –0.1 0.1 – 0.2 

Finland 

95–00 1.55 – 0.58 2.14 

00–04 – 0.54 – 0.76 0.23 

France 

95–00 0.2 – 1.2 1.5 

00–04 – 0.2 – 0.8 0.6 

Germany 

95–00 – 0.5 – 0.8 0.3 

00–04 – 0.7 – 0.3 – 0.4 

Greece 

95–00 0.92 0.04 0.88 

00–04 1.26 0.22 1.04 

Ireland

95–00 3.68 – 1.62 5.37 

00–04 0.86 – 1.10 1.98 

Italy

95–00 0.72 – 0.28 1.01 

00–04 1.32 – 0.34 1.67 

Luxembourg

95–00 4.18 – 0.09 4.28 

00–04 2.90 0.00 2.90 

Netherlands

95–00 3.04 – 0.19 3.23 

00–04 – 0.09 – 0.26 0.17 

Portugal

95–00 1.40 – 1.19 2.63 

00–04 – 0.04 – 0.22 0.18 

Spain

95–00 4.08 – 0.44 4.09 

00–04 2.46 – 0.46 2.66 

Sweden

95–00 0.96 – 0.44 0.84 

00–04 – 0.60 – 0.46 0.36 

UK  

95–00 1.05 – 0.18 1.23 

00–04 0.30 – 0.51 0.81 

US

95–00 1.92 0.21 1.71 

00–04 – 0.40 – 0.81 0.43 

EU-15 

95–00 0.9 – 0.5 1.4 

00–04 0.4 – 0.3 0.7 

Source: Groningen Growth and Development Centre (GGDC), Total Economy 

Growth Accounting Database.

17 Due to some differences in the methods of computations, these
numbers do not exactly match those in earlier tables in Section 4.

18 Griffith et al. (2004) provide recent evidence of the importance of
education for innovation and absorptive capacity.
19 See e.g. Mankiw, Romer and Weil (1992), Barro (1997) and Hall
and Jones (1999).



countries, particularly Sweden and Finland, which
were found to have large contributions of IT capital
and TFP growth, also have large shares of expendi-
ture on education in GDP. However, the correlation
between TFP growth and education spending is not
that strong. For example, Ireland and the UK,
which also ranked among the highest in terms of the
contribution of IT capital and TFP to overall
growth, are among the countries with the lowest
expenditure on education. The possible links
between education spending and growth may be
indirect and work through other variables. An ana-
lysis of education systems is made in Chapter 4 of
this report.

Competition and Regulation

As technological change is to a significant degree
associated with the emergence of new and more pro-

ductive firms, the degree of com-
petition is potentially an im-
portant element behind TFP
growth.20 One way for public pol-
icy to influence competition is
through regulatory policies – a
less regulated economy makes it
easier to establish new firms and
thereby enhance competition in
the economy. The findings of
Alesina et al. (2005) suggest that
regulatory reform leads to in-
creased investment of firms, so
that effects of competition can

work through increased capital accumulation and not
only through TFP growth.

To examine the strictness of regulation in the EU
countries, we use the structural indicators on product
market regulation and employment protection con-
structed by the OECD. Indicators of product market
regulation and employment protection are reported in
Tables 3.9a–b, respectively.

As a general tendency, the EU countries have been
moving towards less regulation in product markets,
but this has been happening in varying degrees. The
successful high-tech EU-15 countries, Finland, Ire-
land, Sweden and the UK, appear to be among the
countries with lowest degrees of product market reg-
ulation. Their levels of regulation are nowadays close
to that of the US. In contrast, France and Italy, and
also Germany (although the difference here is small-

er), have a higher degree of prod-
uct market regulation. The same
seems to be true for the smaller
EU countries that have not done
so well in terms of economic
growth. We also note that, of the
EU success cases, Greece and
Spain also have levels of regula-
tion that are comparable to those
of the laggard countries. The
overall picture is thus not clear-
cut. It appears that the connec-
tion between competition and
growth can depend on the nature
of the growth process. Con-
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Table 3.8  

TFP growth in EU-15 countries, 1995–2004 

1995–00 2000–04 1995–00 2000–04

Austria 1.7 0.2 Italy 0.2 – 1.2

Belgium 1.7 0.3 Luxemburg 1.6 – 0.9

Germany 1.3 0.6 Netherlands 0.6 0.2

Denmark 1.4 0.3 Portugal 1.0 – 0.3

Spain – 0.3 – 0.5 Sweden 1.3 1.9

Finland 3.3 2.0 UK 1.1 1.5

France 1.4 0.5 EU-15 0.9 0.4

Greece 1.9 1.8 US 1.1 1.7

Ireland 4.4 2.0

Source: Groningen Growth and Development Center (GGDC), Total Economy 

Growth Accounting Database.

Figure 3.9

20 Using British industry data, Nickell
(1996) provides empirical evidence that
higher competition is associated with
higher rates of TFP growth. Nicoletti
and Scarpetta (2003) also provide strong
support for this relationship in OECD
countries.
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ventional sources of growth might be less sensitive to
regulatory intervention than growth relying on high-
tech and new products, where competition should be
particularly encouraged.21

In Greece for instance, a high degree of state control
accounted for the high number in 1998 (see Conway
et al. 2005). On average, the progress in lowering bar-
riers to competition is due less to increased entrepre-
neurship and more to reducing state control (like
price control, command-and-control measures or
direct control of business enterprises) and barriers to
trade and investment (like declining average most-
favoured-nation tariff rates or diminishing restric-
tions on FDI). According to Conway et al. (2005),
the progress in France and Spain was especially dri-
ven by a reduced administrative burden for firm
start-up, whereas Italy removed legal barriers for
entry to some sectors, and Finland, Greece and
Sweden improved the system of licence and permits,
thus reducing barriers to entrepreneurship between
1998 and 2003.

Table 3.9b looks at regulation in
the labour markets using in-
dicators of employment protec-
tion for both regular and tempo-
rary employment. The tendency
towards less regulation is visible,
but it is arguably much weaker
than for product market regula-
tion. In a number of cases, regu-
lation has remained unchanged
or has even tightened somewhat.
There is also quite a lot of varia-
tion even among the successful
high-tech countries Finland,
Ireland, Sweden and the UK.
The levels of employment protec-
tion are rather low in Ireland and
the UK, though they are clearly
higher than in the US. Finland
and Sweden have higher levels of
employment regulation than
Ireland and the UK. However,
Finland and Sweden have taken
some steps towards lowering
employment protection: Finland
with respect to regular employ-
ment and Sweden with respect to
temporary employment. The
other EU success cases of Greece

and Spain, as well as the laggard cases of France,
Germany and Italy, have on the whole clearly higher
employment protection regulation than high-tech suc-
cessful countries. Some theoretical studies suggest a
negative relationship between employment protection
and growth (see for example Bertola 1994 and Boone
2000), but empirical evidence has not been studied.22

Innovation

Promotion of innovations and facilitating start-ups of
new production activities are another possible policy
tool for improving TFP growth. It is, however, diffi-
cult to find good measures of innovative activities and
start-ups of new production that are relevant for long-
term growth. We consider two indicators, venture cap-
ital financing and investment in R&D.23

Table 3.9a 

Product market regulation in EU-15 countries and the US

Product market regulation

1998 2003 

Austria 1.8 1.4 

Belgium 2.1 1.4 

Denmark 1.5 1.1 

Finland 2.1 1.3 

France 2.5 1.7 

Germany 1.9 1.4 

Greece 2.8 1.8 

Ireland 1.5 1.1 

Italy 2.8 1.9 

Luxembourg 1.3 

Netherlands 1.8 1.4 

Portugal 2.1 1.6 

Spain 2.3 1.6 

Sweden 1.8 1.2 

UK 1.1 0.9 

US 1.3 1.0 

Note: A higher number reflects stronger regulation. The indicator measures

the degree to which policies promote or inhibit competition and summarise a

large set of regulations and formal rules. The data for the indicators derive

from answers to questionnaires sent to OECD member governments. The

questionnaire contained questions spanning from general and sectoral regu-

latory policies (firm ownership, state control, market access, entry require-

ments, regulation in transport industries etc.) to industry structure. “YES/NO”

answers are coded by assigning a numerical value to each possible response to

a particular question. Quantitative information is subdivided into classes using

a system of thresholds. The coded information is then normalised over a scale

of zero to six reflecting increasing restrictiveness of regulatory provisions for

competition.

Source: Conway,  Janod and Nicoletti (2005).

21 Nicoletti and Scarpetta (2003) provide empirical evidence for this
argument.

22 Empirical studies (see for example Nickell 2003 and EEAG 2004,
Chapter 2 for overviews) usually focus on other labour market insti-
tutions and their effects on (un)employment rather than growth.
23 High intensity of entrepreneurial activity has also been considered
a possible determinant of TFP growth; see Achs et al. (2005) and
Audretsch and Keilbach (2004) for empirical results on the connec-
tion between entrepreneurship and growth. The concept of entrepre-
neurship is even more subject to the caveat about difficulties of
quantification and measurement than the measures discussed in the
text.



As to venture capital financing,
the statistical data distinguish
between “early-stage” and “ex-
pansion and replacement” (or
late-stage) venture finance. Tab-
le 3.10 shows that the US is a
clear leader according to both
indicators. Finland, Sweden and
the UK also do well in terms of
both indicators. The performance
of Ireland is close to the EU aver-
age: it is above average in early-
stage and below the average in
late-stage venture financing. 

The picture for the rest of the
EU-15 countries is far more var-
ied. Spain is doing fairly well in
terms of the late-stage venture
finance indicator, but poorly for
early-stage finance. Greece is rel-
atively low on both indicator
counts. Of the laggard countries,
Germany is close to or above
average in terms of early-stage
venture financing, but it does not
do so well in terms of late-stage
venture finance. France is above
the EU-15 average for late-stage
venture finance, but does fairly
poorly in early-stage venture
financing. Italy does poorly on
both counts. Overall, EU-15
countries are well behind the US
in venture financing. In the EU, it
appears that the importance of
venture capital financing corre-
lates fairly strongly with the rela-
tive importance of high-tech
industries, but otherwise the pic-
ture is not so clear-cut. 

Table 3.11 shows R&D spending
as a fraction of GDP as another
indicator of innovative activity
that contributes to general tech-
nological progress. 

On this count, two EU success
cases, Finland and Sweden, do
particularly well. Especially in
the period 2000–2004, R&D
spending as a share of GDP in
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Table 3.9b

Strictness of employment protection legislation in EU-15 countries and the US

Regular employment Temporary employment

Late

1980s

Late

1990s
2003 

Late

1980s

Late

1990s
2003 

Austria 2.9 2.9 2.4 1.5 1.5 1.5 

Belgium 1.7 1.7 1.7 4.6 2.6 2.6 

Denmark 1.5 1.5 1.5 3.1 1.4 1.4 

Finland 2.8 2.3 2.2 1.9 1.9 1.9 

France 2.3 2.3 2.5 3.1 3.6 3.6 

Germany 2.6 2.7 2.7 3.8 2.3 1.8 

Greece 2.5 2.3 2.4 4.8 4.8 3.3 

Ireland 1.6 1.6 1.6 0.3 0.3 0.6 

Italy 1.8 1.8 1.8 5.4 3.6 2.1 

Netherlands 3.1 3.1 3.1 2.4 1.2 1.2 

Portugal 4.8 4.3 4.3 3.4 3.0 2.8 

Spain 3.9 2.6 2.6 3.8 3.3 3.5 

Sweden 2.9 2.9 2.9 4.1 1.6 1.6 

UK 0.9 0.9 1.1 0.3 0.3 0.4 

US 0.2 0.2 0.2 0.3 0.3 0.3 

Note: The overall summary measure of EPL strictness is based on three

components related to specific requirements for collective dismissals, protec-

tion of regular workers against (individual) dismissal (which constitutes the

core component of the overall summery index) and regulation of temporary

forms of employment.  There are 18 items that describe these areas. These are

expressed either in units of time (for example months of notice and severance

pay), as a number or as a score on an ordinal scale specific to each item. All

these measures were converted into cardinal scores that were normalised to

range from 0 to 6. A higher number reflects stronger regulation. The weighted

average was constructed for the average indicator where the measure for

collective dismissals was attributed 40 percent of the weight assigned to

regular and temporary contracts.

Source: OECD Employment Outlook 2004.

Table 3.10 

Early-stage versus (expansion and replacement) venture capital investment

in EU-15 countries and the US (percentage of GDP)

Early-stage venture capital

investment

Expansion and replacement

venture capital investment

 Average 

1995–2000 

Average 

1995–2000 

Average 

2000–2004 

Average 

2000–2004 

Austria 0.0025 0.0025 0.0164 0.0164 

Belgium 0.0313 0.0313 0.0584 0.0584 

Denmark 0.0060 0.0060 0.0498 0.0498 

Finland 0.0237 0.0237 0.0790 0.0790 

France 0.0128 0.0128 0.0428 0.0428 

Germany 0.0168 0.0168 0.0458 0.0458 

Greece 0.0060 0.0060 0.0128 0.0128 

Ireland 0.0143 0.0143 0.0466 0.0466 

Italy 0.0080 0.0080 0.0186 0.0186 

Netherlands 0.0432 0.0432 0.0576 0.0576 

Portugal 0.0080 0.0080 0.0198 0.0198 

Spain 0.0062 0.0062 0.0178 0.0178 

Sweden 0.0203 0.0203 0.0896 0.0896 

UK 0.0093 0.0093 0.0510 0.0510 

EU-15 0.0132 0.0132 0.0416 0.0416 

US 0.0400 0.0400 0.1384 0.1384 

Source: Eurostat
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these countries was even higher than in the US. The
other high-tech EU economies, Ireland and the UK,
are not very big spenders on R&D and are below the
EU-15 average. Interestingly, of the laggard countries,
France and Germany are ahead of Ireland and the
UK according to this indicator. On the other hand,
Italy does poorly: its share of R&D in GDP is quite
low and is not much higher than the figures for Greece
and Spain, which are relying on traditional sources of
growth and not on high-tech. Overall, R&D spending
seems to have some relationship to fast growth, but
the relationship is not very strong.24

6. Eastern Europe

The data for the new EU member countries are less
complete than for the EU-15 countries. However,
an analysis that is comparable to Section 4 has been
conducted by van Ark and Piat-
kowski (2004). They look at
growth in labour productivity
in the Central East European
(CEE) countries in the period
1995–2001. Table 3.12 reports
the results of van Ark and
Piatkowski for the CEE coun-
tries that became members of
the EU, the EU-15 as a whole
and the US.

The results in Table 3.12 show
that, similar to Ireland and
Finland (which were the EU-15
countries with the highest TFP
growth) during this time period,
the Eastern European countries
experienced large increases in total
factor productivity, which has
been the largest contributor to
overall growth in GDP per capita.
The Czech Republic is an excep-
tion to this pattern. It is also seen
from Table 3.12 that IT capital has
played a smaller role in the CEE
countries than in the EU-15 coun-
tries. Not surprisingly, economic
growth in these countries is relying
on traditional means of growth in
conventional capital, labour and
total factor productivity.

It is also instructive to look at the development of
total hours worked, which are shown in Table 3.13
below. The countries for which the more recent data
are available are the Czech Republic, Hungary,
Poland and the Slovak Republic. Table 3.13 shows
that total hours worked have fluctuated substantially
over the last years. In Hungary, total hours worked
have contributed positively to GDP growth in all
years except 2000–2001. In the other countries, the
contribution of labour to growth has been quite siz-
able and mostly negative

Looking at the determinants of growth for the new
member countries, we must note that there are major
gaps in the data. Data on diffusion of IT are available
for several new member countries and were included
in Figures 3.7 and 3.8. The results vary from country
to country. The data on education expenditures is rel-

Table 3.11 

Expenditure on R&D in EU-15 countries and the US (percentage of GDP)

Average 1995–2000 Average 2000–2004 

Austria 1.73 2.10 

Belgium 1.88 2.01 

Denmark 2.01 2.49 

Finland 2.82 3.44 

France 2.20 2.18 

Germany 2.29 2.48 

Greece 0.28 0.37 

Ireland 1.25 1.14 

Italy 1.04 0.90 

Netherlands 1.99 1.79 

Portugal 0.31 0.49 

Spain 0.86 0.77 

Sweden 2.36 2.40 

UK  1.86 1.50 

EU-15 1.89 1.96 

US 2.58 2.13 

Source: Eurostat.

Table 3.12 

Decomposition of growth in labour productivity for CEE countries, 1995–2001 

Percentage contribution ofGDP growth

per person 

employed
Non-IT capital 

growth

IT-capital 

growth TFP growth

Slovakia 4.8 1.4 0.6 2.8

Poland 4.4 1.8 0.6 2.1

Slovenia 3.8 0.7 0.5 2.5

Hungary 3.3 0.2 0.7 2.4

Czech Rep. 2.8 1.4 0.8 0.6

EU-15 1.1 0.4 0.4 0.3

US 2.2 0.4 0.7 1.1

Source: Table 4 of van Ark and Piatkowski (2004).
24 Griffith et al. (2004) provide evidence on
the importance of R&D for technological
catch-up and innovation.



atively good for the new members and they are includ-

ed in Figure 3.9 above. It is seen that most of these

countries spend above or close to the EU-25 average

share on education, with the Czech and Slovak

Republics having lower spending on education. Data

on other factors that could influence TFP growth –

shown in the Appendix – are incomplete. Tables

A3.1a–b show that there tends to be more of employ-

ment protection and product market regulations than

in the EU-15 countries, though the protection indica-

tor for temporary employment tends to have lower

values than for EU-15 countries. The new member

countries receive low scores on venture capital indica-

tors (see Tables A3.2a–b). For R&D expenditure

shown in Table A3.3, the new member countries have

somewhat lower spending relative to GDP than the

EU-15 countries, though the Czech Republic and

Slovenia are exceptions in this respect. 

Overall, for the new member countries it is difficult

to draw strong conclusions with respect to these

indicators. Not surprisingly, these countries tend to

score lower than the old EU members, though ac-

cording to some indicators, such as education, their

performance is good. These countries are likely to

continue to grow through traditional means – capital

investment and TFP growth associated with struc-

tural change. 

7. Policy challenges for the EU

Our analysis of economic growth in the EU has

yielded many results that bear on current policy dis-

cussions in Europe. The most striking conclusion is

that the Lisbon strategy should be modified. The

Lisbon strategy argues for the creation of a uniform

model of a high-tech information society for the EU.

The problem with this line of thinking is the restric-

tive focus on a single model; the model is designed to

imitate the success of the US economy in creating

and making use of the IT revolution. 

The European experience in the
last ten years suggests that this is
not the right approach. There are
different routes to success, as is
witnessed by the experience of
the successful EU countries.
Some of the countries – Finland,
Sweden and the UK – have
focused on technological trans-
formation and structural change
involving increased use of ad-

vanced technologies, in particular IT. The successes of
Finland, Sweden and the UK have indeed many sim-
ilarities with the US model. But other successful
countries have had a different strategy for growth.
Ireland has had great success on many fronts and not
only in the development and use of IT. Spain and
Greece have relied on traditional sources of growth,
capital accumulation and increasing labour input,
and not on high technology.

The different routes to success show that a growth
strategy for the EU countries should not be based on
a uniform model. Some of the countries are on the
frontier of creation and adoption of new technolo-
gies. It is natural for these countries to continue with
this strategy for growth. However, it must be recog-
nised that the high-tech strategy involves major risks
and it is unlikely to be successful for all EU states.
Major failures may result if EU-driven technology
policy is made the main part of the path forward. The
public sector bureaucrats and politicians are probably
not the right people for picking future winners in the
high-technology businesses. It is better to rely on pri-
vate profit motives and finance for the promotion of
high-technology industries.

Instead the EU should allow for a flexible strategy for
growth, in which there is scope for both high-tech-dri-
ven growth as well as growth based on more tradi-
tional means of capital accumulation, increased
labour input and the imitative adoption of new tech-
nologies from the leaders. The examples of Spain and
Greece demonstrate that the latter approach can also
lead to success. Moreover, this is a natural strategy for
the new EU member countries to follow, as they are
currently well behind the high-technology frontier.
Reaching the frontier is a gradual process, which will
take many years.

The key elements of growth policy lie elsewhere. First,
policies should focus on improving the education sys-
tems, and this should be done at both the national
and EU levels. The traditional studies of human cap-
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Table 3.13 

Growth rates of total hours worked in Eastern Europe

98–99 99–00 00–01 01–02 02–03 03–04 

Czech 

Republic – 3.5 – 0.3 – 4.1 0.6 – 0.6 – 3.4 

Hungary 4.0 0.7 1.8 1.1 1.9 1.1 

Poland – 2.9 – 2.8 – 1.0 1.3 

Slovak Rep. – 2.1 – 1.7 – 0.1 – 3.4 – 1.1 1.9 

Source: OECD, Productivity data base, July 2005, and IMF, International Financial

Statistics. 
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ital and economic growth show the significance of
education and, in addition, there are important com-
plementarities between education systems and the
ease of adopting innovations and new technologies.25

Diffusion of new technologies such as IT involve
learning costs that decrease over time with the
increasing number of users, and this process is facili-
tated by a well-qualified labour force. The evidence of
high educational attainment in Finland and Sweden
supports this conclusion. Both countries are on the IT
technology frontier. Clearly, EU countries should
direct major efforts to improving their education sys-
tems. There are important differences in the perfor-
mance of the secondary education systems among
EU countries as is discussed in Chapter 4 of this
report.

An important question in education policies concerns
the level of education at which improvements should
be focused. The answer appears to depend on whether
the country is close or far from the technology fron-
tier.26 Countries that are close to the frontier should
specifically focus on improving the tertiary education
systems, as high-technology innovations appear to
require more advanced skills than lower-level innova-
tions. The latter are often process improvements and
rely on imitative adoption of known technologies.
While the US does not stand out in the quality of sec-
ondary education, it is obviously well ahead of EU
countries in universities, the part of the education sys-
tem that matters the most for economic growth of the
advanced countries.

A larger proportion of an age class goes to higher
education in the US than in the EU. In 2002 in the
US, the percentage of age classes attending tertiary
education was 38 percent, while it was 33 percent in
Finland and Sweden, 28 percent in the UK and
23 percent in France and Germany. The university
system in the US is quite varied, but the best universi-
ties compete strongly with each other for the best
graduate students and researchers. In European coun-
tries, the university system does not generally work
this way, as there is no intensive competition for the
best researchers and students. The UK is partly an
exception to other European countries, as research
and teaching quality audits there have increased com-
petition. Nevertheless, even the best UK universities
find it difficult to compete globally with the US uni-
versities. 

A second policy conclusion concerns the potential
to increase labour input to enhance economic
growth. The growth accounting in Section 4 of this
chapter showed that labour input has not grown
much and in some countries labour input growth
was even negative for some periods. Labour market
reforms are an appropriate means of raising labour
input. Such reforms should include lowering unem-
ployment benefits, introducing employment tax
credits and reducing marginal tax rates on labour.
Decentralised collective agreements lengthening
working hours in firms exposed to heavy interna-
tional competition (as in Germany) and reversals of
earlier legislated working time reductions (for exam-
ple in France) are other appropriate measures. So
are reforms making pension systems more actuarial
and increases in the retirement age. We have recom-
mended these kinds of measures in our earlier
reports, for example EEAG (2004), Chapter 2, and
EEAG (2005), Chapters 3 and 4. The aging of pop-
ulation in EU countries makes these proposals par-
ticularly pertinent.

The third policy conclusion concerns the easing of
regulatory policies in the EU. Europe has relatively
high levels of regulation that limit competition in
various markets. The regulations concern limita-
tions on entrepreneurial activities, entry restric-
tions and restrictions on labour market adaptabili-
ty in hiring and firing, which tend to suppress inno-
vation and technological advancements. As noted
above, in terms of OECD structural indicators on
product market regulation and employment protec-
tion regulation, the euro area scores much worse
than the US or the UK. Interestingly, Finland and
Sweden do well with respect to product market
flexibility, but not so well with respect to labour
market regulation.27 The results in the literature are
somewhat tentative, but suggest that regulatory
reforms tend to increase TFP growth and invest-
ment, which in turn should promote faster eco-
nomic growth.28

The effects of deregulation work naturally via inten-
sified competition, which in turn leads to increased
entry and exit. Recent evidence suggests that the
growth effects of entry and exit depend on the
industry, more precisely on the distance of the
industry from the technology frontier.29 Industries

25 For empirical evidence on complementarities between IT expendi-
ture and spending on IT personnel, see Kaiser (2003).
26 See Vandenbussche, Aghion and Meghir (2004) and Aghion,
Boustan, Hoxby and Vandenbussche (2005) for detailed results and
Aghion and Howitt (2005) for a summary.

27 See Annenkov and Madaschi (2005), Table 6 for detailed results.
28 See e.g. Alesina et al. (2005) and Nickell (1996).
29 See Aghion and Howitt (2005) for a summary of the recent evi-
dence.



that are close to the frontier can compete in the
environment of intensified competition, whereas
industries or sectors that are far behind the frontier
face difficulties in such an environment. The exit of
less efficient firms and their replacement by more
efficient ones tends to have positive effects on eco-
nomic growth.

Technology policy should thus focus on the provision
of opportunities for creation of new firms and indus-
tries and less on glorifying national champions.
Improvements of venture capital financing and R&D
continue to be important policy areas for the EU
countries. There are big variations in the amount of
venture capital investments in the EU, and Europe is
lagging behind the US in this respect.30 Correspond-
ingly, competition policies should focus attention on
facilitating the entry of new firms.

There are particular problems concerning competi-
tion and entry in the service sector. It is well estab-
lished that very significant barriers to trade in ser-
vices still exist in the EU.31 These barriers derive
from the fact that the cross-border provision of ser-
vices requires the presence of service providers in
the importing country. As a consequence, exporters
of services tend to be subjected to national regula-
tions in both the country of origin and in the host
country. In view of the great importance of the ser-
vices sector – making up around 70 percent of both
GDP and employment in the EU-15 – a lowering of
trade barriers for services would potentially have
large growth effects. It is therefore very important
that the new EU Services Directive being discussed
is not watered down, but is instead designed to
open up the market for services for cross-border
competition. 

The most significant barrier to intra-EU trade in ser-
vices is that host countries can impose national pay
conditions on posted workers from other EU mem-
ber states (a right given by the so-called Posted-
Workers Directive), as this prevents effective cross-
border price competition. In the presence of such pay
regulations, the gains from trade in services will be
limited to those that can be derived from economies
of scale, more effective organisation and greater
product diversity. But one will not obtain the bulk of
potential gains unless EU-15 states allow service
providers from the new EU member states to com-

pete effectively by compensating for lower productiv-

ity through lower wages. This is not “unfair wage

dumping”, but a necessary precondition for the ex-

ploitation of different comparative advantages in old

and new EU member states. There are no strong rea-

sons why one should not allow wage competition

among countries in trade with services in the same

way as one does in trade with goods.

The preceding conclusions on education, regulation

and competition policies are in particular directed at

improving the current growth performance of the old

EU member countries. However, they also apply, to

some extent, to the new member countries as well,

though the policy recipes vary somewhat. The main

concern of the new EU members is how to catch up

best with the Western EU countries. The growth-

enhancing policies for catching up include, in particu-

lar, facilitating technology transfer and improvement

of productivity in industries that are mostly below the

high technology frontier. Education policy and

financing of new firms and innovations continue to be

major items on the policy agenda for the new EU

members.
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Table A3.1a 

Strictness of employment protection legislation, selected new EU members

 Regular employment Temporary employment

Late 1990s 2003 Late 1990s 2003 

Czech Republic 3.3 3.3 0.5 0.5 

Hungary 1.9 1.9 0.6 1.1 

Poland 2.2 2.2 0.8 1.3 

Slovak Republic 3.6 3.5 1.1 0.4 

Note: A higher score reflects stronger regulation.

Source: OECD Employment Outlook 2004.

Table A3.1b 

Product market regulation, selected new EU members

Product market regulation

1998 2003 

Czech Republic 3.0 1.7 

Hungary 2.5 2.0 

Poland 3.9 2.8 

Slovak Republic 1.4 

Note: A higher score reflects stronger regulation. See also Table 3.9a.

Source: Conway, Janod, and Nicoletti (2005).

Table A3.2a 

Early-stage venture capital investment in selected new

EU members (percentage of GDP)

 Average 1999–2004 

Czech Republic 0.008 

Hungary 0.006 

Poland 0.015 

Slovakia 0.003 

Source: Eurostat.

Table A3.2b 

Expansion and replacement venture capital investment

in selected new EU members

(per mill of GDP)

 Average 1999–2004 

Czech Republic 0.49 

Latvia 0.42 

Hungary 0.38 

Poland 0.63 

Slovakia 0.11 

Source: Eurostat.

Table A3.3

Expenditure on R&D in selected new EU members

(percentage of GDP)

Average 

1995–1999 

Average 

2000–2004 

Czech Republic 1.10 1.24 

Estonia 0.32 0.77 

Cyprus 0.12 0.31 

Latvia 0.42 0.42 

Lithuania 0.53 0.68 

Hungary 0.71 0.92 

Malta 0.00 0.17 

Poland 0.67 0.60 

Slovenia 1.42 1.54 

Slovakia 0.84 0.60 

Source: Eurostat.
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PROSPECTS FOR EDUCATION

POLICY IN EUROPE

1. Introduction

Does education matter or is it just a consumption
good like other goods? There is a large consensus
among economists that education is an important
productive input into the wealth of a nation. For
years, people have consistently shown that education
enhances individual productivity, which shows up in
higher wages by 5 to 10 percent per extra year of
education.1 And, when one tries to explain why some
countries are richer than others, the rate of sec-
ondary enrolment comes out as one of the most
robust determinants.2 Education is an investment: by
increasing the total labour input that individuals
supply to the market, it boosts GDP per capita and
living standards. Furthermore, it is also widely con-
sidered that an educated workforce is a valuable
asset at times of rapid technological change, because
educated workers are better at adopting new tech-
nologies.3

Another aspect of education is that it affects the dis-
tribution of income. When the supply of educated
workers goes up, to restore equilibrium in the labour
market, their wage must fall relative to uneducated
workers. As the latter tend to earn less, that reduces
wage inequality. Lower inequality may in turn be
valuable because it reduces social conflict, that is, vot-
ers have lower incentives to support costly redistribu-
tive policies,4 and individuals have lower incentives to
engage in crime and social unrest. 

In most European countries, the public sector holds
a quasi-monopoly on the provision of education. In
most countries, the share of private expenditures in
total educational spending does not exceed 10 per-
cent. It is not totally clear why this should be so, but
at least there are good arguments that justify public

intervention in the educational sector. First, parents

may not make the right educational decisions for

their children, especially if they come from disad-

vantaged backgrounds that are poorly informed

about the costs and benefits of alternative options.

Second, education is more valuable for an individual

if he or she interacts with individuals who are them-

selves educated. For example, an elaborate vocabu-

lary is only useful if one talks to people who can

understand that vocabulary. By acquiring education,

individuals increase the value of education for oth-

ers, but they are not remunerated for that positive

effect (hence called an externality by economists).

Thus, individuals may spontaneously acquire too lit-

tle education. 

One key question is whether direct provision is an

adequate form of government intervention, or

whether one could promote a more decentralised

approach that would contain costs and allow for

greater diversity of individual choices. Historically,

public education has not been put in place to tack-

le the market failures just discussed, but rather to

attain political goals. For example, the public edu-

cation system in France was established in the con-

text of a struggle of influence between the Church

and the State. And educational curricula played an

important role in promoting French national iden-

tity and the French language, for example prepar-

ing for ‘revenge’ for the loss of Alsace and Lorraine

in 1870.

If government involvement in education is now

viewed as an economic intervention rather than

shaping the citizenship’s beliefs for political reasons,

one may well reconsider the working of the public

education system. Direct provision of public educa-

tion transforms decisions into collective decisions

that, arguably, might better be left at the individual

level, such as: what should children learn, how fast,

where, and with which techniques? Furthermore,

such provision often eliminates useful competitive

mechanisms that help contain costs and correct

errors. For example, in a public education system, it

is difficult for voters and tax-payers to evaluate the

system’s efficiency. A deterioration of outcomes can

1 See, for example, Psacharopoulos (2003).
2 See Barro and Lee (1994).
3 See Benhabib and Spiegel (2002).
4 See Saint-Paul and Verdier (1993).



always be blamed on resources being insufficient
rather than misallocated.

This chapter discusses these issues. It starts by provid-
ing a panorama of Europe’s educational achieve-
ments in light of the recent OECD PISA study. The
chapter then discusses the cost of education and casts
doubts on the usefulness of often-advocated costly
policies, such as reductions in class size. The final part
reviews evidence suggesting that competition between
schools and parental choice bring economic benefits,
especially if institutions such as central exams allow
for transparent choice.

2. How do European countries perform?

Before starting the discussion, it is interesting to
point out that there now exist measures of student
achievement that are comparable across countries,
in particular the OECD-sponsored PISA (Prog-
ramme for International Student Assessment) study.
This is an internationally standardised assessment
that has been jointly developed by participating
countries and administered to 15-year-olds in
schools. The survey is repeated every three years. It
was implemented in the first assessment in 2000 and
in the second assessment in 2003. Tests are typically
administered to between 4,500 and 10,000 students
in each country. 

How do European countries fare
in that comparison? Table 4.1
summarises the average math
proficiency of European stu-
dents, comparing them with the
other countries participating in
that study. It is not obvious how
to interpret these scores. To make
them more transparent, the
OECD has made six groupings,
from level 1 to 6. The median
level, level 3, ranges from 483 to
544 points: because of averaging,
most countries fall into that
interval. The corresponding com-
petences are described as follows:

“At level 3, students can execute

clearly described procedures, in-

cluding those that require sequen-

tial decisions. They can select and

apply simple problem-solving strategies. Students at

this level can interpret and use representations based on

different information sources and reason directly from

them.”5

In some countries, the average student is near the top
of that level or even at level 4, which is defined as
follows:

“At level 4, students can work effectively with explicit

models for complex concrete situations that may involve

constraints or call for making assumptions. They can

select and integrate different representations, including

symbolic ones, linking them directly to aspects of real-

world situations. (…) They can construct and commu-

nicate explanations and arguments based on their inter-

pretations, arguments, and actions.”

Conversely, in 11 countries the average student falls
short of level 3, and in a number of them he virtually
is on the border between level 3 and level 2, which
involves the following skills:

“At level 2, students can interpret and recognise situa-

tions in contexts that require no more than direct infer-

ence. They can extract relevant information from a sin-

gle source and make use of a single representational

mode. Students at this level can employ basic algo-

rithms, formulae, procedures or conventions. They are
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Table 4.1  

PISA ranking in average math proficiency 

Math

score Level

 Math

score Level

Hong Kong 550 4 Slovak Republic 498 3 

Finland 544 3/4 Norway 495 3 

Korea 542 3 Luxembourg 493 3 

Netherlands 538 3 Hungary 490 3 

Liechtenstein 536 3 Poland 490 3 

Japan 534 3 Spain 485 3 

Canada 532 3 United States 483 2/3 

Belgium 529 3 Latvia 483 2/3 

Switzerland 527 3 Russia 468 2 

Macao 527 3 Italy 466 2 

Australia 524 3 Portugal 466 2 

New Zealand 523 3 Greece 445 2 

Czech Republic 516 3 Serbia 437 2 

Iceland 515 3 Turkey 423 2 

Denmark 514 3 Uruguay 422 2 

France 511 3 Thailand 417 1 

Sweden 509 3 Mexico 385 1 

Austria 506 3 Indonesia 360 1 

Germany 503 3 Tunisia 359 1 

Ireland 503 3 Brazil 356 1 

Source: OECD (2004a), Table 2.5c, p. 356.
5 Source: OECD (2004a), Figure 2.2, p. 47.
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capable of direct reasoning and making literal interpre-

tations of the results.”

Table 4.1 suggests a large amount of heterogeneity in
performance. Despite the averaging, four European
countries fall short of level 3: Italy, Portugal, Greece
and Serbia. Latvia and Spain are almost at the fron-
tier between levels 2 and 3. At the other end of the
spectrum, Finland, the Netherlands, and Liechten-
stein come close to reaching level 4.

If we now look at reading proficiency, as reported in
Table 4.2, we see that the ranking and the degree of
heterogeneity between countries is quite similar to
math. Country average performance ranges from
level 1 (337–407 points) to level 3 (481–552), with
level 2 between 408 and 480 score points. Level 3, the
most frequent one, is defined as follows:

“Students proficient at level 3 on the reading literacy

scale are capable of reading tasks of moderate com-

plexity, such as locating multiple pieces of information,

making links between different parts of a text and relat-

ing it to familiar everyday knowledge”.6

On the other hand:

“Students proficient at level 2 are capable of basic read-

ing tasks, such as locating straightforward information,

making low-level inferences of

various types, working out what a

well-defined part of a text means

and using some outside knowledge

to understand it.”

Finally, level 1 is the lowest under-
standing level; literacy problems
start when one is below that level:

“Students proficient at this level

are capable of completing only

the simplest reading tasks devel-

oped for PISA, such as locating a

single piece of information, iden-

tifying the main theme of a text or

making a simple connection with

everyday knowledge”.

The average student is at least at
level 2 in all European countries.
Nevertheless, the breadth of score
levels across countries, in light of

the above definition, can be considered as large as for
math. Another striking fact is that countries which do
well in math also do well in reading, and the laggards
are the same in both fields. The correlation coefficient,
across countries, of the math and the reading scores is
as high as 0.94.

A natural question is: how can we explain such
important differences among European countries in
proficiency levels? That heterogeneity does not seem
to come from genetic differences, nor cultural differ-
ences between people: countries that are quite similar
genetically and/or culturally seem to experience wide
differences in achievement levels. Finland does much
better than neighbouring Sweden, while Norway
does poorly. Furthermore, it is unlikely that countries
that are, for some reason, very “talented” in math
could also be very “talented” in reading. These are
two rather different kinds of skills – as suggested by
the fact that girls are better than boys in reading, but
boys perform better in math. Thus it is unlikely that
“talent”, wherever it comes from, explains these dif-
ferences.

It does not seem that a relationship between GDP per
capita and achievement can explain the difference
between European countries, although it may help
explain why the worst performers – Thailand,
Uruguay, Turkey, Mexico, Indonesia, Tunisia and

Table 4.2 

PISA ranking in average reading proficiency 

Reading 

score Level

 Reading 

score Level

Finland 543 3 Austria 491 3 

Korea 534 3 Germany 491 3 

Canada 528 3 Latvia 491 3 

Australia 525 3 Czech Republic 489 3 

Liechtenstein 525 3 Hungary 482 3 

New Zealand 522 3 Spain 481 3 

Ireland 515 3 Luxembourg 479 2 

Sweden 514 3 Portugal 478 2 

Netherlands 513 3 Italy 476 2 

Hong Kong 510 3 Greece 472 2 

Belgium 507 3 Slovak Republic 469 2 

Norway 500 3 Russia 442 2 

Switzerland 499 3 Turkey 441 2 

Japan 498 3 Uruguay 434 2 

Macao 498 3 Thailand 420 2 

Poland 497 3 Serbia 412 2 

France 496 3 Brazil 403 1 

United States 495 3 Mexico 400 1 

Denmark 492 3 Indonesia 382 1 

Iceland 492 3 Tunisia 375 1 

Source: OECD (2004a), Table 6.2, p. 444.
6 PISA (2003), p. 278.



Brazil – are all emerging economies. Among the rich-
est European countries, Liechtenstein ranks 5th in
mathematics, Switzerland 9th, Luxembourg 23rd, and
Norway 22nd. Finally, as we argue below, there is only
a moderate influence of spending per pupil on these
achievement measures.

Thus, the most likely explanation is that differences in

achievements across countries are due to differences in

the way their school system is managed. That impor-
tant conclusion suggests that substantial improve-
ments in schooling achievements can be obtained by
learning from the experience of other countries.

3. The cost of education

Education accounts for a large share of GDP: in
2001, from some 4 percent in Greece to as much as
7 percent in Denmark. That is not specific to Europe:
in the United States, the fraction is as high as 7.3 per-
cent. Thus, from a cross-country comparison perspec-
tive, the cost of education does not seem abnormally
high in Europe. However, in the United States there is
a growing sense of an “education crisis”, based on the
observation that costs are growing, with little impact
on achievement levels that remain mediocre and seem
to deteriorate if one uses standardised tests. We want
to know whether these problems may harm Europe,
too. This section discusses the
basic economics of the cost of
education, the next one asks
whether increased spending is an
efficient investment.

From an economic viewpoint, the
key property of the educational
market is that it is affected by the
so-called cost disease. The tech-
nology of education has been vir-
tually unchanged in the last thou-
sand years: teachers lecturing in
front of an audience. That makes
education similar to a performing
art like theatre or opera and
stands in contrast to the produc-
tion of industrial goods, where a
single worker, thanks to improve-
ments in technology and machin-
ery, can produce a far larger
quantity of goods than in the

past. It implies that the unit cost of education should
roughly grow like wages, which themselves roughly
grow as GDP per capita. In contrast, for industrial
goods, prices fall relative to wages because of produc-
tivity improvements. Thus education becomes pro-
gressively more expensive relative to industrial goods.
That is more or less borne out by the data: Americans
spent 30 percent of GDP per capita on each student
in 2001, and that figure is exactly the same as in 1991.
Thus, parents have to give up a greater amount of
physical consumption to get the same education level
(in years) for their children. As for the European
Union, that figure is 25 percent, down two points
from 27 percent in 1991.7 In the performing arts, the
cost disease naturally drives consumers away; they
move to substitutes that are not to the same extent
affected by the cost disease, like movies, TV, and
DVDs. In the realm of education, two things may pre-
vent that from happening. First, such substitutes may
not be available, a point to which we return below.
Second, educational expenditures are socialised, so
that parents do not see the cost of their children’s edu-
cation. 

As a consequence of the cost disease, we expect the
share of GDP devoted to education to remain con-
stant as long as the school population remains con-
stant, and it should go up as long as one increases the
size of that population. According to this logic,
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Box 4.1 

The cost disease in economics

The cost disease has been analysed by the American economist William Baumol

from Columbia University. It affects goods like the performing arts where there is no

– or only small – room for productivity improvements. As other sectors of the 

economy see their productivity rising, one hour of labour can produce more goods,

so that the relative price of the performing arts goes up. A simple example is as

follows: assume that one hour of work produces 2 shirts, and that 1000 people can

see a play by 10 actors which lasts 2 hours. These 10 actors could alternatively 

produce 10 x 2 x 2 = 40 shirts, so that each spectator must pay the equivalent of

40/1000 = 0.04 shirts to see the play. Suppose that a new invention raises

productivity tenfold in the textile industry. The actors could now produce 400 shirts.

The textile industry is willing to pay its workers 10 times more than before; to match

it, theatres must increase their price to the equivalent of 400/1000 = 0.4 shirts. The

price of theatre has risen tenfold relative to the price of shirts.

As the economy grows, the performing arts, whose productivity cannot keep up with

other sectors, become ever more expensive in relative terms. If people can find 

substitutes for the performing arts that are not affected by the cost disease, they will 

gradually shift to these alternatives as the economy grows, and the performing arts

will slowly disappear, in the sense that they will employ fewer and fewer workers.

That is what seems indeed to be happening for theatre and opera. But, if that is not

the case, people may actually consume more of them, despite the fact that they cost

more. This is because less can be spent on the goods that become cheaper, so that

more money can be devoted to the goods affected by the cost disease (In technical

terms, it is said that the income effect then dominates the substitution effect). That

seems to hold for goods like health and education, whose expenditure shares go up

as the economy grows. In the case of education, people have been studying longer;

given that the cost per year per pupil has grown in line with GDP, the share of

educational expenditures in GDP has trended upwards.
7 Wasmer et al. (2005).
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pledges to bring more people to
upper education, in order to
catch up with more advanced
economies like the US, can only
be met at a substantial cost for
the taxpayer. 

One may well accept that as a
fact and conclude that it is desir-
able for countries to spend a
growing share of their income on
education. But, alternatively, one
may challenge the “cost disease”
view and explore the extent to
which one can increase produc-
tivity in the educational sector.
That brings us into a realm of
controversy: While the rise of
education suggests that costs
could now be cut drastically, many people still recom-
mend policies which precisely go in the other direc-
tion, such as costly reductions in classroom size. We
discuss these policies in the next section.

4. Spending – what does it buy us?

The evidence is clear that an extra year of education
is a productive investment, both at the individual and
economy-wide level. However, many advocate policies
that increase spending given the number of students
and the number of years they spend at school. That
raises the following questions: What is the effect of
increased spending per student? How should a given
amount of spending be allocated between say, class-
room size, teachers’ skills, books, computers, etc.? To
answer that question, we may again use the PISA
study, which reports correlations between, on the one
hand, achievement measures and, on the other hand,
school resources and organisation.

The lesson from this study is that spending indeed
seems to affect performance positively (see OECD
2004a, Figure 2.20, p. 102), but the effect is not very
strong and it only accounts for a small proportion of
the cross-country variation in performance. Further-
more, the effect is probably overstated, because richer
countries spend more, and that simple correlation
may also capture other effects of living standards on
performance (through nutrition, social norms, and so
on). A lot of variation in achievement levels is not due
to spending: the Slovak Republic spends one fourth of
the United States’ expenditure on each student and
yet fares better in mathematics. 

Figure 4.1 plots cumulated spending on education
per student between 6 and 15 years, adjusted for
PPP,8 against the PISA math score.9 There is no
tight connection between spending and perfor-
mance. We can observe a “top league” of efficient
providers, such that no other country performs sub-
stantially better on both proficiency and spending:
these countries are the Slovak Republic, the Czech
Republic, Korea, Finland, and the Netherlands.
Similarly, we can spot clear underperformers: those
countries that seem most remote from the efficiency
frontier, getting the lowest value per dollar spent:
Mexico, Portugal, Spain, Greece, Italy and the
United States(!).

Thus the effect of spending on performance is not
very strong. Can we make more detailed statements?
For example, do specific types of spending, like reduc-
ing classroom size, have a more significant effect of
their own? That is not what the data seem to indicate.
In fact, the raw cross-country correlation between
students per teacher and reading proficiency is posi-

tive: countries with more students per teacher perform
better. The same is true for mathematics (see Figu-
res 4.2 and 4.3). While such raw correlations are
replete with biases and should be taken with caution,
one may think of a number of explanations: low
classroom size may come at the expense of other

Figure 4.1

8 Not adjusting for purchasing power parity is likely to be mislead-
ing. For example, consider a country where wages are lower than
elsewhere, because the cost of a standard basket of goods is lower.
This country would be classified as spending less per pupil than else-
where even though it would hire the same number of teachers per
pupil and grant the same living standards to the teachers. Adjusting
for PPP allows to compute a measure of the true inputs into educa-
tion, rather than just their dollar value.
9 Based on OECD (2004a), Table 2.6, p. 358.



kinds of investment, or there may be a trade-off

between quality and quantity of teachers. 

The economics literature has obviously gone beyond

these simple correlations: an abundant literature,

based on US data, has analysed the costs and bene-

fits of alternative educational policies. Hanushek

(2002, Ch. 30) has produced an extensive meta-analy-

sis of that literature, using 376 different studies. He

finds that only a small number of spending items

have a significant effect on student performance. The

pupil-teacher ratio, in particular, has an effect that is

not statistically different from zero in 72 percent of

the studies, while the effect is statistically positive in

14 percent of them and statistically negative in the

remaining 14 percent. Yet costly reductions in that

ratio are constantly advocated as
the path to success. Table 4.3
documents its downward trend
and the associated increase in the
cost of education in the United
States.

The Hanushek meta-study also
suggests that facilities do not have
any noticeable impact on edu-
cational achievement. Teacher
salary and expenditure per pupil
seem to matter a little bit more,
but only marginally: in both cases,
some 75–80 percent of the studies
find negative or insignificant
effects. What seems to matter
most for outcomes is the teacher’s
ranking on an IQ test! 

If teacher quality matters, then it
is not surprising that reducing
classroom size is counterproduc-
tive: reducing classroom size
means appointing more teachers,
which is likely to imply a reduc-
tion in the average quality of
teachers. That suggests that one
should actually pursue the oppo-
site policy: select fewer, but high-
er quality teachers, reward them
accordingly, and increase class-
room size to make sure that all
pupils can access the high quality
teachers. 

The finding that indiscriminate
spending and class size reduction are inefficient is
confirmed by a recent event study by Bénabou et al.
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Figure 4.2

Figure 4.3

Table 4.3 

The soaring cost of education in the United States

Pupil-teacher
ratio

Expenditure
per pupil

(constant 2001 $)

1960 25.8 2,275 

1970 22.3 3,849 

1980 18.7 5,146 

1990 17.2 6,996 

1995 17.3 7,090 

2000 15.8 8,044 

Source: Hanushek (2002), National Center for Education  
Statistics. 
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(2005) on the French experience of ZEP (Zones

d’Education Prioritaire) (see Box 4.2) and by several

recent studies such as, for example, Woessman and

West (2005).

We conclude from this section that there is little

empirical support for the popular view that increased

spending per student, especially in the form of

reduced classroom size, has had a significant effect on

educational quality. That does not imply that it could

not. To quote Hanushek’s words: “The evidence does

not say that money and resources never matter. Nor

does it say that money and resources could not mat-

ter. It simply describes the central patterns of results

given the current organisation and incentives in

schools. Indeed, a plausible interpretation of the evi-

dence is that some schools in fact use resources effec-

tively, but that these schools are counterbalanced by

others that do not. At the same time, the expansion of

resource usage unaccompanied by performance gains

implies a high level of inefficiency in the current oper-

ations of schools.”

5. Meritocracy and selectivity

An issue in defining an educational system is: how

demanding should it be on pupils? How much

should one emphasise the achievements of some

pupils relative to others? How large should dif-

ferences be between “good schools” and “bad

schools” and how selective
should the “good schools” be?
That is, how meritocratic should
the system be?

From an economic perspective, a
number of issues are involved. At
a first level of analysis, one may
just view education as an input in
the production of human capital.
If people were just buying it on
the market, no selection would be
required. Indeed, that is what is
happening in private, continuing
education classes when people
take classes in foreign languages,
driving, computers or math.
Nobody is being turned down,
entry tests are used to determine
which level is appropriate, and
exit tests give the customer a sig-
nal that he may use on the job

market. This suggests that selectivity is the by-product
of the artificial scarcity created by the fact that edu-
cation is free. However, full-curriculum private
schools are often selective, despite often charging high
tuition. That is because education is not only an input
in human capital, but also a signal about one’s intrin-
sic productivity.10 An institution that becomes less
selective allows more people to get education, which
raises their productivity, but at the same time it per-
forms a poorer job at signalling the intrinsic produc-
tivity of its graduates. For that reason it may not
accept applicants even though they might want to pay
the full cost of education.

Another aspect of meritocracy is that it provides
incentives to work hard in order to gain entry into the
good schools. However, note that too much selectivity
may be counter-productive in that respect, as one
does not want to invest too much into winning a con-
test if the probability of winning it is too low. Also,
critics argue that meritocracy is inegalitarian because
it favours students from privileged backgrounds. That
argument may hold only if one believes that the alter-
native would be to put all pupils at the same level by
some coercive means. However, the likely alternative
is that if one reduces academic meritocracy as an
engine of social promotion, it will be replaced by
money and social networks and social mobility will be
even lower.

Box 4.2 

The French ZEP experience 

In 1982, the French ministry of education put in place a programme of increased

support for schools in disadvantaged neighbourhoods, called ZEP (zones d’éduca-

tion prioritaire). The measure was meant to be temporary, but, as is often the case

with costly administrative programmes, is still in force today. Over the years,

different waves of ZEPisation have taken place, so that the fraction of ZEP schools

has increased. Schools in a ZEP zone have greater financial means than schools

outside a ZEP zone. The bulk of this money is used to reduce classroom size, from

a national average of 25 to 23, which increases teaching costs per pupil by 8 per-

cent. Furthermore, teachers who teach in those schools have a higher salary (which

boosts costs by another 4–5 percent) and are promoted more quickly. While most

studies typically have failed to find a significant effect of ZEPs, they often fail to

control for the fact that students in ZEPs are from more disadvantaged back-

grounds. A recent study by Bénabou, Kramarz and Prost (2004) is, however,

immune to that criticism because, using the 1989-90 ZEPisation wave, it looks at

the difference in performance between students in a ZEP school and students in that

same school before if joined a ZEP, and compares it to schools whose status was

unchanged during that wave. They use results at the national Baccalauréat degree as

a measure of performance. Their key finding is that being in a ZEP has essentially a

zero effect on performance. While that confirms the results of Hanushek’s meta-

study, there is some room to believe that they may be due to the negative stigma

associated with ZEP status, with the most motivated parents taking their kids to

private school when their district’s school becomes classified as ZEP. In any case

the presumption holds that the policy has failed, especially given its high cost.

10 See Akerlof (1970) and Spence (1973).



The Finnish education system,
discussed in Box 4.3, involves stiff
competition from pupils to get
into the best high schools, while
remaining quite egalitarian in
terms of the resources given to
each student. This may be an
important explanation of why
Finland fares extremely well in
the PISA study in terms of over-
all achievements (see Tables 4.1
and 4.2). Moreover, outcomes are
not more unequal than in other
countries, and socio-economic
background does not matter
more than in other countries.
That experience suggests that
meritocracy is a powerful tool for
boosting educational achieve-
ments, while not generating more
inequality than the feasible alter-
natives.

6. Fighting the cost disease:
school competition and parental
choice

In light of the rising costs of edu-
cation, which is a particularly
salient phenomenon there, the
US has in recent years seen a
heated debate on the problem of
school quality. This has triggered
a wealth of empirical studies as

well as interesting proposals regarding, for example,
school vouchers, greater parental choice between
schools, greater accountability of public schools,
incentive schemes based on academic achievements,
and the like. Even though education in Europe is not
as costly as in the US, we believe it is time to ask the
same question here, rather than wait for costs to
become unbearable. 

The idea behind parental choice is simple: parents
would be free to choose the school which gives the
best results given their children’s needs. Schools that
are successful in attracting pupils would be allowed to
grow accordingly, as their resources would be adjust-
ed upwards. Schools that lose children would experi-
ence a proportional reduction in resources and can
eventually be forced to close. For this system to work,
sufficient autonomy must be granted to schools in
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Box 4.3 

Main features of the Finnish education system

Figure 4.4 gives an overall picture of the Finnish education system. Municipalities

are responsible for providing and running the basic education and upper secondary

schools.

Basic education is based on comprehensive schools and on the principle of equality. 

Pupils usually attend the local school in the neighbourhood where their family

lives, though there is some movement from neighbourhood schools to other schools

especially between the 6th and 7th grades when students move from primary to lower

secondary school. The basic education is mandatory, the curriculum is largely the

same for everybody, and the schools are publicly funded and run. There are a very

small number of private schools, mainly a few foreign schools in Helsinki.

As regards educational achievement in basic education, it has been found that there 

are some differences in learning results between schools, between boys and girls

and between different regions of the country. These differences are, however,

relatively minor. Moreover, it has been found that in Finland the influence of

students’ socio-economic background on learning performance is among the lowest

among countries in the PISA system.a)

About 55 percent of the students finishing basic education entered the upper

secondary school system and 35 percent the vocational school system (in 1999).

Three percent of students continued an additional, voluntary 10th grade of basic

education, while seven percent did not continue in the education system in the year

after they finished basic education. Both upper secondary and vocational schools

provide qualification for continuing into tertiary education, which splits into

university and polytechnic education.

Entry to the upper secondary schools is based on the final grades that students

achieve in the basic education system. This has led to significant competition

among students for places in the best upper secondary schools. The competition is

very visible in the bigger cities like Helsinki. The grades required for achieving

entry to one of the best high schools in Helsinki are quite high and the entry

thresholds make news every year. Naturally, the competitive elements have led to

significant differences in the education results among schools, though even at this

stage students’ socio-demographic background is the most important explanatory

factor behind differences in educational attainment in upper secondary schools.

About 65 percent of an age cohort enters the tertiary system and about 43 percent of

the entrants to tertiary education go to the polytechnics. The emphasis on compe-

tition between students continues at the level of entry to the university system. The

universities exercise a system of entry exams and entry can be very difficult,

depending on the subject that a student finishing upper second schooling wants to

study. There is significantly less competition among students for places in the poly-

technics.

a) See Asplund and Leijola (2005) for a summary of these results and references.

Figure 4.4
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their organisational and peda-
gogical choices. The outcome
would somewhat mimic a market
outcome, but one need not resort
to full-scale privatisation to
achieve it, and one can avoid the
adverse consequences for equal
opportunity and social mobility
of a pure private system.

In most current public systems,
pupils are allocated to a school
depending on their residence, and
schools are run in a centralised
way. On paper, this is supposed
to guarantee maximum equality.
In practice, there is no incentive
for either cost reductions or qual-
ity improvements. In addition,
disadvantaged families suffer
most from inefficient public
schools, as opting out into a pri-
vate school is too costly for them.
Thus they might be the individu-
als who gain most from increased
school competition. Against
these arguments stand the two
traditional ones that (i) parental
choice need not be the best solu-
tion from the child’s perspective
(some parents, for example, may,
place excessive weight on religious instead of academ-
ic content), and (ii) pupils may be sorted into schools
in a segregated and/or inegalitarian way. 

The available amount of evidence on the role of
parental choice and competition is not huge, because
of the scarcity of real world voucher programmes and
similar school competition policies. Furthermore, that
evidence is not always easy to interpret. For example,
a prominent study by Rouse (1998) finds that a
Milwaukee voucher program that allowed a small
number of poor children to attend private schools
was successful in that participants fared better than a
“control group” of non-participants. That tells us that
private schools are “better” than public schools,
which is not very surprising since a “worse” private
school could not survive competition from free public
schools. But it tells us little about what would happen
if the educational system was entirely redesigned to be
based on vouchers.

Angrist et al. (2002) studied a truly random experi-
ment in Colombia, the so-called Programa de

Ampliacion de Cobertura de la Educacion Secunda-
ria, which gave vouchers covering 50 percent of the
cost of private schools to 125,000 students selected by
a lottery mechanism. They found that lottery winners
had better achievements, confirming the view that the
private schools were better. Again it is hardly surpris-
ing that those being allowed to choose between a pri-
vate and a public school achieve better results than if
they are confined to a public school. We expect that to
always be the case unless people grossly misperceive
school performance.11 These studies cannot answer
the key question, which is: does parental choice create
competitive pressure that leads to increased efficiency
or does it only lead to sorting of pupils by skills,
parental background, religious beliefs, income and
other characteristics, with potential adverse effects on
social cohesion and also (to the extent that there are
peer effects) on the overall performance of the school
system? 

Box 4.4 

The Milwaukee Voucher Programme

“Vouchers for poor students in Milwaukee were enacted in 1990 and were first used

in the 1990–91 school year. Currently, a family is eligible for a voucher if its income

is at or below 175 percent of the federal poverty level (at or below 17,463 dollars for

a family of four). For the 1999–00 school year, the voucher amounted to 5,106 dol-

lars per student or the private school’s cost per student, whichever was less. For

every student who leaves the Milwaukee public schools with a voucher, the Mil-

waukee public schools lose state aid equal to half the voucher amount (up to 2,553 dol-

lars per voucher student in 1999–00). Milwaukee’s per pupil spending in 1999–00 was

8,752 dollars per pupil, so the district was losing 29 percent of the per pupil revenue 

associated with a voucher student. Currently, the vouchers may be used at secular

and non-secular private schools” (Hoxby 2004, p. 24).

Using differences between eligibility levels to identify the degree of competition

faced by schools, Hoxby finds that achievement (as measured by test scores)

improved in the schools that faced more competition from private schools relative to

those that faced less competition. Evidence from parental choice programmes in

Michigan and Arizona (Charter schools) points to similar results.

These are important findings suggesting that introducing competition between

schools would improve the efficiency of the educational system. What about

potential adverse effects? Can we fear, for example, that vouchers would lead to

increased segregation, and that the most disadvantaged would suffer because they

would stay in degraded public schools? We do not have a clear answer on that. Epple

and Romano (1998) analyse the impact of vouchers in a theoretical model. They 

predict that introducing vouchers will mostly benefit bright students from poor

families, who would be able to move to private schools that will not charge them a

high price (thus remunerating them for the positive peer effects they create), while

low-ability low-income students would lose, but not by much. However, their

analysis ignores any positive effect of school competition on the efficiency of public

school. If these effects are strong enough, voucher systems could in fact benefit

everybody.

Enhancing parental choice and school competition is not absent from the European

debate either, although many countries maintain an egalitarian, rigid approach to

schooling. In particular, in the UK, the scope for competition and parental choice

was greatly enhanced by the 1988 Education Act. A recent study suggests that this

had positive effects, in that achievement improved substantially in the schools that

were granted more autonomy. However, there is no evidence of competition

improving performance in schools that remained in the traditional, non-autonomous

system.

11 However, the authors also argue that a cost-benefit analysis can be
performed on the basis of their results and that this suggests that
shifting from public provision to vouchers has a positive net social
value.



Fortunately, there are studies – a number of them by
Hoxby (2004)12 – that directly document such com-
petitive pressure by looking at the effect of parental
choice programmes on achievement in public schools
– that is in the schools that the choice students are
allowed to leave. For example, the Milwaukee vouch-
er programme (see Box 4.4) was extended in 1998,
covering now 15 percent of school enrolment. That
means that public schools can lose a substantial frac-
tion of their students. Furthermore, the programme is
designed so that these schools also lose resources –
thus public schools have a genuine incentive to im-
prove to retain students. 

Box 4.5 gives basic information and results about the
UK education reform under the Thatcher govern-
ment, which gave more scope for parental choice and
more independence to schools with respect to local
education authorities.

7. Putting the evidence together: designing an 
efficient schooling system

The preceding discussion suggests that school auton-
omy associated with parental choice has positive
effects on the performance of the educational system,
while centralised meritocratic systems also work well.
More systematic cross-country studies based on
PISA-type data can correlate achievement measures
with data on how the system is managed in each coun-
try. These data are summarised in the appendix to this
chapter in Table A4.1, and capture characteristics
such as the degree of school autonomy, the prevalence

of central exams, the importance of private vs. public
financing and management, and so on. They suggest
that the combination of autonomy and meritocracy
works best. Indeed, these studies show that school
autonomy typically works best in countries where a
central nation-wide exam takes place at the end of
high school, while it has insignificant effects in the
absence of a central exam.13

While this type of evidence is not as convincing as
natural experiments, since it ignores the reasons why a
given country has chosen a given system, it makes a
lot of sense. Results at national exams provide a com-
mon metric by which parents can evaluate the perfor-
mance of alternative schools. Furthermore, by design-
ing national exams, governments can set standards for
what schools are supposed to achieve, and (provided
the central exams are properly designed) reduce
parental incentives to put their children into schools
with useless or biased curricula. In principle, however,
one could also envisage a market-based system for
evaluating schools, based on subsequent labour mar-
ket outcomes, as is the case for higher professional
education.

As for the financing of education, things are more
complex. At one extreme, pure public financing
favours equal opportunity, since students can in prin-
ciple access the same educational resources regardless
of their family background. On the other hand, it
gives little incentives to cut costs. At the other
extreme, pure private financing is inegalitarian: there
is indeed evidence that achievements are more likely
to depend on family background, the lower the share

of public financing.14 But it leaves
more room for cost-cutting and
price competition. However, price
competition does not seem to
have managed to bring down the
costs of private schools, in part
because in most countries the
poor, who are the ones who
should care about costs, cannot
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Box 4.5 

Education reform in the UK

In 1988 the Thatcher government enacted an Education Act, which substantially

increased the scope for parental choice. The key ingredient of the reform was to

force schools to accept pupils indiscriminately up to some limit, and to tie a 

school’s financial resources to its number of pupils. Thus, it was felt, better schools

will attract more pupils, which would trigger an increase in their resources,

allowing them to grow at the expense of less efficient schools. At the same time,

school autonomy was enhanced by transferring decision making from the district

(Local Education Authorities, LEAs) to the school level. Finally, new schools (so-

called “Grant Maintained” GM) were created. They enjoyed even greater autonomy

and were totally independent of the LEAs. Schools under the supervision of LEAs

could opt out of that system and become grant-maintained. In particular, that

procedure involved parental vote.

Clark (2005) identifies the effects of the reform on educational achievements by

looking at differences in outcomes among schools that decided to opt out of the 

LEA system by a narrow margin, and schools that decided to stay in by a narrow

margin (thus mimicking a random experiment). He finds large positive effects of

the GM status on graduation rates, and shows that these effects are not due to

student selection. On the other hand, contrary to some findings by Hoxby, he does

not find large spill-over effects on schools that remained in the LEA system – they

do not seem to have been ‘disciplined’ by competition from GM schools.

12 In an earlier paper, Hoxby (2000) uses
instrumental variable techniques rather
than natural experiments, reaching similar
conclusions. While there is controversy
about the robustness of these results
(Rothstein 2005), which the authors of the
present report are not able to evaluate, the
2004 paper we refer to uses a number of
different empirical studies to validate the
claim that school competition has a posi-
tive impact on productivity, including the
Milwaukee voucher programme men-
tioned in the text.
13 See Woessmann (2005), Bishop (1997),
and Juerges et al. (2005).
14 See Schuetz et al. (2005).
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afford private schools and send their children to pub-

lic schools instead. This suggests that a generous

voucher system, in which a large fraction of costs is

covered by vouchers, might be a good mechanism to

reconcile price competition with equal opportunity.

The PISA study suggests that the organisation of pub-

lic schools has a large impact on achievements.

Furthermore, naïve increases in spending, in particular

in the form of smaller classes, seem to be an inefficient

way of raising achievements. On the other hand, we

have argued that substantial improvements can be

obtained if one fosters competition, both among stu-

dents to get into the good schools and among schools

to attract the good students. The available evidence

suggests that while raising performance, such policies

would not be particularly “unfair” or “inegalitarian”

relative to current practices. Equal opportunity can be

preserved if the financing of education remains public

or if private financing is sustained by vouchers for a

large enough amount. A national central exam will

allow society to make most out of school competition,

by giving parents a clear, uncontroversial way of mea-

suring school quality. 
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Chapter 5

MERGERS AND COMPETITION

POLICY IN EUROPE

1. Introduction

Merger activity is gathering pace in Europe. 2005 saw

large value mergers or acquisitions such as Italy’s

Unicredito of Germany’s HVB in the banking indus-

try and France’s Pernod Ricard of the UK’s Allied

Domecq in the food and drink sector. The pace of

activity in utilities has been especially hectic: France’s

Suez acquired Belgium’s Electrabel, France Telecom

bought Spain’s Amena and Telefónica (Spain) has

launched a bid for O2 (UK). Within Spain, Gas

Natural has also announced its intention to take over

Endesa. Private equity firms (mostly British and

American) have been active, especially in the prof-

itable restructuring of conglomerates. Not so long

ago mergers were basically an Anglo-Saxon phenom-

enon, but now they are a European phenomenon.

Cross-border mergers are an increasing proportion of

the total, and activity within the EU-15 is now the

most important component of this trend.

This reflects the long-term effects of market integra-

tion in Europe. But broader trends in the world econ-

omy are also important – the revolution in informa-

tion technology, the widening of markets through

globalisation, the strength of corporate profits and

the availability of cheap credit. Globalisation, espe-

cially in the form of competition from emerging

economies, like China and India, has induced restruc-

turing and redeployment to increase productivity, and

mergers are an integral part of such a process.

Mergers raise many public policy issues. It is not clear

that mergers always create value for either sharehold-

ers or customers. Consolidation poses a threat to

competition, the main driver of efficiency and pro-

ductivity growth, and domestic competition is the best

school for international competitiveness. Domestic

mergers are generally more threatening to competi-

tion than cross-border ones, and it may be agreed that

globalisation lessens the need for merger control. But

it is important to establish that European merger con-

trol is up to the task of ensuring that the merger wave
is beneficial to consumers as well as to investment
bankers.

Many European governments have a protectionist
instinct and view with suspicion the foreign takeover
of their national champions. They also tend to give
special attention to what are considered “strategic”
sectors, such as banking and utilities. These pressures
are particularly strong in France and Italy, as the dis-
cussion over whether French Danone could be taken
over by PepsiCo, and the obstacles put by the (former)
governor of the Bank of Italy to the foreign takeover
of Antonveneta and BNL show. France has issued a
list of strategic sectors where national interests have
to be protected (although it seems that yoghurt final-
ly has not been included in the list).1 These actions
have not, however, halted the steady rise in cross-bor-
der mergers; and, somewhat paradoxically, acquisi-
tions by French public or semipublic companies (for
example, by France Telecom and EDF) have been
particularly extensive. There are two closely related
public policy questions in this context. Does owner-
ship matter? Does Europe need either national or
European champions?

In this chapter we will look first at some of the recent
evidence on merger activity, focusing on the rationale
of mergers and evaluation of their effects. We go on
to survey the evolution of competition policy towards
mergers in Europe and the new regulation that the EU
has put in place. We will also explore the tension
between industrial policy and competition policy. 

2. Mergers and acquisitions in figures

The world has never before seen a boom of mergers
and acquisitions (M&A) on the scale of the late
1990s. According to the Thomson Financial
Securities Database, 1999 marked the peak of the

1 Mr Riboud, chairman and CEO of Danone, stated: “It is the duty
of governments and political representatives in all parts of the world
to do what they can to see that the decision-making centres of large
businesses stay in their home countries. There is nothing shocking
about that. I don’t think there was anything out of place in the way
the French government and politicians showed concern over the pos-
sibility of a hostile bid.”



recent mergers and acquisitions boom with an aggre-
gate value of nearly 4,000 billion dollars. For com-
parison, in 1989 – the peak of the preceding boom in
terms of merger value – the figure reached 747 bil-
lion dollars. The peak in the number of deals was
reached in 2000 when more than 37,000 were report-
ed (see Figures 5.1 and 5.2). The magnitude of the
recent boom means that the rising trend evident in
Figure 5.1 disguises the tendency for mergers to
occur in waves: the scale of activity at the end of the
1990s dwarfs the peak of ten years before, itself a
substantial increase on previous levels. However, the
last century has seen merger waves – one at the
beginning of the century and then at the end of the
1920s, 1960s, 1980s and 1990s. 

Until the 1980s, most M&A activity was undertaken
by American and British firms. But during the latest
wave, mergers and acquisitions also played an in-
creasing role in other industrialised countries, espe-

cially in continental Europe.
This can (in part) be attributed
to the introduction of the Single
Market in 1993, but also to the
fall of the Iron Curtain and the
intensified competition from
low-wage countries.

The decline in value since 2000
is more accentuated than the
decline in the number of deals
makes clear. This indicates the
extent to which the recent boom
featured so-called mega-deals,
defined as transactions with a
value of more than one billion
dollars. According to the World

Investment Report 2004 these transactions made up
40 percent of the entire cross-border M&A value in
1987, whereas its share rose to 75 percent in 2000.
Prominent examples of such mega-deals have been
mentioned in the introduction. Other examples
include the purchase of Italy’s Banca Antonveneta
by the Dutch ABN Amro and the German deal
between Viterra and Deutsche Annington Im-
mobilien (IBO).

As the number of international transactions demon-
strates, cross-border M&A has gained importance and
contributed more than proportionately to the increase
in overall merger value. In 1986, 17.6 percent of all
M&A value was incorporated in cross-border trans-
actions, the share rose to 39.9 percent in 1990 and to
37.2 percent in 2001.2 Figure 5.3 shows that cross-bor-
der activity was especially vigorous in EU-15 coun-
tries. The exceptional size of the 1999–2000 boom is
almost entirely accounted for by this explosion in

activity within the EU. US com-
panies were also major players in
mergers and acquisitions, but the
cyclical upswing there was much
less pronounced, as was also true
in Japan (where the scale of
M&A activity is much smaller).

Within Europe, the United King-
dom has always been the most
active purchaser of foreign firms,
as shown in the lower part of
Figure 5.3. France was next, with
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Figure 5.1

Figure 5.2

2 According to the Thomson Financial
Securities Database.
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purchases rising from a value of 21.8 billion dollars in
1990 to 168.7 billion dollars in 2000. In 2005, France
even became the leading player with an aggregate deal
value of 59.5 billion dollars (see Table 5.1). German
companies only started to purchase foreign firms in
the recent merger wave: 1999 was the peak year so far
with an aggregated deal value of 85.5 billion dollars.
The Netherlands and Spain are the next largest
acquirers.

The growth of European merger
activity means that the US is now
a net seller of firms and Europe a
net buyer: in 2000, European
firms were sold, to the value of
$587 billion, but purchases by
European firms totalled $802 bil-
lion. The equivalent figures for
the United States are $324 billion
and $159 billion respectively.3

China basically only plays a role
as a target region of M&A. In
2001, M&A sales reached a local
peak of 10.6 billion dollars. The
purchases, however, peaked in
2001 with only 1.6 billion dol-
lars. Surprisingly for its size,
Japan literally does not partici-
pate in international cross-bor-
der merger activity. Even in the
boom year 2000 Japanese com-
panies undertook M&A deals of
“only” 20.8 billion dollars. For
comparison, the US reached a
value of 159 billion and the UK
one of 382 billion dollars.4

The new EU member states can
be neglected as purchasers, but

they are important as a target region. In these coun-
tries merger activity increased from literally zero in
1989 to a total value of about 18 billion dollars in
2001.5 Hungary, Poland and the Czech Republic are
the major target countries, with a combined deal
value of almost 13 billion dollars in 2001, while the
entire group of new members reached a level of
14.7 billion dollars. This makes up 88 percent of all

cross-border M&A sales in these
three countries. The development
was almost entirely driven by for-
eign investors, especially in the
eight Eastern European states
which became recipients of flows
of foreign capital after the Iron
Curtain was lifted. In 1990,
100 percent of all merger value

Figure 5.3

Table 5.1 

European cross-border M&A (1 Jan.–15 Aug. 2005)

Country of acquirer Deal value (bn. $) Number of deals

France 59.5 146 

United States 55.6 398 

Italy 27.9 76 

Britain 19.8 272 

Spain 18 53 

Sweden 15.7 136 

Switzerland 11.7 70 

Germany 7.4 164 

Denmark 6.6 91 

Saudi Arabia 6.6 2 

Total 286.6 2251 

Source: The Economist, 3 September, 2005, Dealogic.

3 According to UNCTAD (2005).
4 UNCTAD Cross-Border M&A Data-
base (2005). The figure for the UK is ex-
ceptionally high for the year 2000 due to
the takeover of Mannesmann by Voda-
fone. The deal itself comprised 202.8 bil-
lion dollars.
5 These figures are from the Thomson
Financial Securities Database.



there was classified as cross-border activity. There-
after, this share decreased to 64 percent in 2003. How-
ever, the trend pointed upwards again in 2004. The
share of cross-border M&A is still at a very high level
compared to more developed economies.

Hostile activity has declined since the 1980s. In 1985,
about 30 percent of the value (although a much small-
er proportion of the number) of acquisitions were
hostile,6 and this figure was even close to 50 percent
within the EU-15; the share of contested bids had fall-
en to 8 percent in 2004 (there is a spike in 1999 due to
the takeover of Mannesmann by Vodafone for
$202.8 billion, a deal so large that it significantly dis-
torts all figures for that year7 (see Figure 5.4).

Among cross-border transactions, Evenett (2003)
points out that the service sector has played a more
prominent role in M&A activity in recent years. While
in 1990 about 62 percent of the value of mergers was
in the manufacturing sector (with only 35 percent in
the tertiary sector), this ratio was reversed ten years
later. In the recent wave, the proportion of horizontal
mergers has increased: Andrade et al. (2001) report
that nearly 50 percent of all mergers in the US take
place between firms from the same industry. But the

industries within which such
activity has been concentrated
have changed substantially over
time, as Table 5.2 illustrates.8

Although the recent trend of
M&A underlines the increased
global perspective of firms by
both a higher value of mergers
and a wider participation of
countries, M&A activity is still
concentrated in a few regions.
The US and the UK are still
major players if one looks at total
value of M&A deals. However,
continental European countries
have caught up in recent years

and even outperformed the US and the UK in cross-
border M&A recently (see Table 5.1). 

3. The rationale for mergers

Globalisation is associated with technological
change (particularly in information technology),
with decreases in trade and transport costs (in goods,
capital, people and information), and with liberali-
sation and market integration, which simultaneously
enlarge the market and increase competitive pres-
sure. Productive systems require revision to accom-
modate these changes. In many sectors the number
of firms will have to be reduced in an integrated or
enlarged market in order to reap economies of scale.
In many industries, in particular in those subject to
network externalities and learning curves, activities
that demand or give advantage to scale, such as
investment in R&D, innovation and securing a large
customer base, become central to competitive strate-
gy. Mergers are a prime instrument of industrial re-
structuring.

For example, in banking there is a move from the tra-
ditional business of taking deposits and granting

loans to the provision of services
to investors (investment funds,
advice and insurance) and to
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Figure 5.4

Table 5.2 

Top five industries based on average annual merger activity (US)

1970s 1980s 1990s

Metal mining Oil & gas Metal mining

Real estate Textile Media & telecom.

Oil & gas Misc. manufacturing Banking 

Apparel Non-depository credit Real estate

Machinery Food Hotels

Source: Andrade et al. (2001).

6 A merger is classified as hostile if there is
resistance to the takeover on the part of
the target company’s board of directors
and management.
7 UNCTAD and Thomson Financial count
this merger in different years.
8 Further evidence is provided by Mitchell
and Mulherin (1996) and Andrade and
Stafford (1999).



EEAG Report105

Chapter 5

firms (consulting, insurance, advice and preparation
of M&A, underwriting of equity and debt issues, and
risk management). As a source of revenue, the mar-
gin – that is the difference between borrowing and
lending rates – makes way for fees and commissions,
and investment in “bricks and mortar” (the branches)
to investment in communication networks, informa-
tion technology, and highly specialised human capi-
tal.9 This change may mean that size is important,
especially in wholesale and investment banking. The
outcome of this process is an overhaul of the bank-
ing sector that, in general, is more advanced in the
US than in Europe. 

Merger and acquisition activity may enhance profits
by improving the efficiency of firms or increasing
their market power. Firms may merge to obtain syn-
ergies, exploit scale economies and rationalise pro-
duction, or to reduce managerial inefficiency by tak-
ing over a poorly run firm. If capital markets are
imperfect, it may pay also to merge to gain financial
muscle and to diversify to undertake major and/or
risky investments. This may apply in particular to
important R&D projects. But a horizontal merger
may also increase the market power of the merging
firms, enabling them to raise prices. A vertical merger
may have efficiency benefits. It may eliminate the
“double margin” which arises when two successive
firms in the chain of production each have market
power: it may also enable complementary assets to be
brought under single control. Vertical mergers may,
however, also raise rivals’ costs or foreclose a com-
petitor. This may be the case, for example, if the
merged entity controls some essential input for down-
stream suppliers. 

There may also be other motives for merger that need
not increase profits or enhance shareholder value.
These result from the ambitions of managers and
inefficiencies in the relationship between them and the
owners of the firm. Managers may seek higher status
by promoting size rather than profitability, may pro-
tect their private benefits of control with entrench-
ment strategies, and may engage in empire building.
Size may lead to inefficiency as management becomes
bureaucratic and the loss of control by owners leads
to agency problems. A typical defensive strategy to
keep a firm independent is to engage in unprofitable
mergers to increase firm size and make a takeover by
another company less likely. Mergers may be the con-
sequence of hubris: managers are overconfident and

assess the potential value of a merger incorrectly, thus
undertaking unprofitable mergers (Roll 1986).10

Regulation, and the relationship between economics
and political structures, may also provide a motive
for merger. A large firm may be “too big to fail”; this
is typical of the banking business but applies to other
industries as well. It may have a larger capacity to
influence regulation or more capacity to obtain sub-
sidies through lobbying and political connections.
For international firms, size may be important to
obtain government protection of their interests
abroad. These arguments will tend to have more
weight for domestic mergers than for cross-border
mergers.

Almost all these reasons for mergers – good and bad
from the perspective of shareholders, desirable and
undesirable from the perspective of public policy – can
be seen in the banking industry. Size offers the possi-
bility of exploiting scale economies in administrative
and back-office operations, information technology,
and in investment banking type operations (related to
information gathering and fund management). Size
may help in realising scope economies (through com-
bining different product lines because, for instance, it
increases the value of customer relationships and
decreases average marketing costs). Consolidation may
deliver these advantages, eliminating excess capacity in
the branch network when the networks of the merging
banks overlap, and improving diversification, particu-
larly if the banks operate in regions with non-synchro-
nised cycles. Furthermore, consolidation may provide
a way to cut excess labour and to access the mass retail
market in a foreign country. 

As we have seen, mergers tend to happen in waves.
Only recently have theoretical models attempted to
account for this phenomenon. The explanations in-
volve the exploitation of market inefficiencies
(Shleifer and Vishny 2003, Rhodes-Kropf and
Viswanathan 2004), the desire of managers to pre-
serve their independence (Gorton et al. 2005), cycli-
cal phenomena (Lambrecht 2004), strategic consid-
erations (Faulí-Oller 2000 and Toxvaerd 2004) or
capital reallocation due to technological shocks
(Jovanovic and Rousseau 2002, 2003). Although all
these factors may help explain merger waves, the
argument based on technological shocks seems the
most compelling. The different theoretical models
are described in Box 5.1.

9 However, we should expect that banks will maintain a liquidity
insurance provision role. 10 See also the survey article on mergers by Mueller (2003).



What are the consequences for concentration?

Globalisation and market integration imply effective
enlargement of the market, which has consequences
for the equilibrium level of concentration in a market.
In an industry characterised by the presence of a fixed
and sunk cost of entry, concentration decreases as the
ratio of the market size to the sunk cost of entry
increases. For example, when markets with the same
number of firms become integrated, the total number
of firms in the free entry equilibrium falls, but to a

number which is larger than the initial number of
firms in either of the original markets. Concentration
in the integrated market is thus lower than in any of
the original markets. However, in industries in which
the sunk cost is endogenous – that is controlled by the
firm, as in investment in R&D or in advertising or
other expenditures not related to output but designed
to reduce costs, boost demand, or to improve the
quality of the services offered – an increase in market
size need not lower concentration (Sutton 1991). For
example, in banking the cost of establishing a branch
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Box 5.1 

Why mergers happen in waves

Exploitation of market inefficiencies. In Shleifer and Vishny (2003), stock-financed mergers are driven by relative market

valuations of merging firms. Stock market inefficiencies lead to misvaluation. Rational managers exploit these inefficiencies,

in part through mergers, and takeovers are more likely when misvaluations are high.

In a similar vein Rhodes-Kropf and Viswanathan (2004) construct a rational model of stock mergers with false market valua-

tions. While managers of the bidder have private information about both the stand-alone value of their own firm and the

potential value of the merged firms, target firms’ managers are only aware of the stand-alone value of their firm. To assess

the synergies, they have to rely on market valuation through the bids they receive. This is the crucial mechanism of the model

that generates merger waves. Since there is a market-wide and a firm-specific effect of the misvaluation, the target tries to

filter out the market-wide effect. When the market-wide overvaluation is high, the estimation error of the synergy is also high. 

Hence, bids appear much more attractive in overvalued than undervalued markets. Empirical evidence for the impact of stock

market valuation on M&A activity can be found in Ang and Cheng (2003), Dong et al. (2003) and Rhodes-Kropf et al.

(2005).

Manager independence. Gorton et al. (2005) explain merger waves by the managerial interest in keeping the firm independ-

ent. Since larger size decreases the probability of acquisition by another firm, protection against mergers may be pursued at

the expense of profitability, and a potentially efficient merger within one industry may result in a merger wave with unprofit-

able mergers. The first merger sets off a chain reaction; as the authors put it, the defensive actions of all companies result in a

“race for firm size”.

Cyclical phenomena. Lambrecht (2004) provides a model to explain why mergers occur more frequently in times of eco-

nomic expansion than recession. Takeovers promise the exploitation of scale economies, which are correlated with the market

demand for the firm’s product and hence its market price. Given that mergers always involve costs, transactions become more

likely if product prices, and hence the benefits of the merger, rise. Consequently, product markets that show cyclical behav-

iour are more likely to be subject to merger waves.

Strategic considerations. Toxvaerd (2004) considers a finite number of acquiring firms competing for a scarce number of

target firms. Each acquiring firm can either undertake the transaction immediately or wait for better market conditions. This, 

however, involves the risk of being pre-empted by competitors. The author shows that, in equilibrium, acquirers undertake their

transactions simultaneously, thus generating merger waves. The intuition for this result is that while waiting to merge is only

optimal when other firms wait as well, there is a risk of not finding a target firm to acquire when other companies have already 

acted. Thus, a merger wave is anticipated and all firms buy their predetermined target at the same time.

Non-strategic and strategic considerations. Faulí-Oller (2000), in a Cournot model with cost asymmetries, combines both

non-strategic and strategic explanations for merger waves. The former comprise exogenous determinants that make takeovers

profitable. The latter include interrelations among firms making mergers profitable only if other firms merge as well. The

author shows that an exogenous reduction in demand stimulates merger activity as cost asymmetries are thereby accentuated

and mergers become more profitable. The strategic effect is that non-participating firms create a negative effect on the merger

since they respond to it by increasing their output. The fewer competitors there are, the less intense is this effect. Under

certain circumstances, an initial merger can thereby make further mergers more attractive.a)

Capital reallocation due to technological shocks. According to the theory of Jovanovic and Rousseau (2004), merger waves

coincide with epochs of technological change, for example the spread of electricity in the period 1890-1930 or of information

technology between 1970 and 2002. Technological progress forces firms to restructure and make their production process

more efficient. As some firms do better than others, technological change naturally generates a higher dispersion between the

efficiency of different firms. The analysis relies on Tobin’s q as a measure of the market’s evaluation of the relative effi-

ciency of a firm. Following this reasoning, a technological shock increases the q for successful firms and lowers it for less 

successful ones. Hence, high-q firms will purchase low-q firms and thus ensure a better allocation of capital. Using US stock

market data, this straightforward theory provides a reasonable fit for four out of five merger waves that occurred in the twen-

tieth century.b) Mergers and acquisitions have become a much more important device for capital allocation relative to ordinary

entry and exit of firms in the market. 

a) Faulí-Oller explains merger activity by a reduction in demand (in declining industries and refers to Dutz 1989 for examples), while Lam-

brecht (2004) points out that merger activity is positively related with booms (like the last wave which peaked in 2000). There need to be no
contradiction since an overall merger wave can rather be explained by Lambrecht’s view, whereas it may be true that there is some need for

restructuring in declining branches (which would probably be too small to create a merger wave).
b) In an earlier study Jovanovic and Rousseau (2002) demonstrate that there is a clear empirical relationship between the reallocation of capital

via M&A and the dispersion of q among companies. It is shown that the response of investment through M&A to a change in the dispersion of

q is 2.6 times higher than the response of regular investment.
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network is a fixed and sunk cost, and the transforma-

tion of banking towards a service industry may

increase the sunk cost required from the bank through

its investment in communication networks/infor-

mation technology or specialised human capital. We

might envision competition proceeding in three

stages: (1) entry decisions which demand certain

expenditure to be present in a market at all; (2) invest-

ment decisions which imply fixed costs, as in R&D,

advertising, and information technology; and (3) fol-

lowing these preparatory expenditures, competition in

the marketplace. Under these conditions increasing

the size of the market does not generate more entry in

equilibrium, in fact it may generate exit, because com-

petition at the investment stage is very fierce. The

required circumstances are that the fixed expenditure

in (2) must loom large in relation to the variable one

at the production and market stage and that the mar-

ket share must be sufficiently sensitive to the invest-

ment effort. A larger market leads only to increased

expenditures by a few firms and there is typically an

upper bound to the number of active firms in the mar-

ket (no matter how large that market) and we may

speak of a natural oligopoly (see Sutton 1991 and

Schmalensee 1992).

It is an empirical question to what degree sunk costs

in a particular industry are “endogenous” in the

sense described above. It is likely, however, that the

increased importance of investment in information

technology, in information acquisition, in building a

customer base in markets with network externalities

and/or learning curves has increased the importance

of endogenous sunk costs. This means that fixed

expenditures are now larger relative to variable ones,

and that the market share has increased its sensitivi-

ty to investment in fixed costs. If this is so, then it

may be true that in some industries in the global

market place there is only room for a few players. In

financial services this might apply to wholesale and

investment banking (providing services – underwrit-

ing, trading, brokerage, rating, and advice and pre-

paration of M&A – to the top tier of multinational

corporations and medium-sized firms with interna-

tional operations). 

4. Merger performance

4.1 Competitive impact

A merger will affect the profits of the merged entity

(the insiders), its rivals (outsiders) and will influence

the prices, quality and variety of products available to
consumers. Welfare assessment of a merger is thus
complex. When mergers increase the profits of the
merging firms, there are generally potentially two
opposing effects: welfare losses from a reduction in
effective competition and welfare gains from scale
economies and unit cost reductions. Increased con-
centration will tend to enhance welfare overall only if
the merged firm gains market share through lower
prices.

In the absence of cost reduction effects, a merger that
is profitable for insiders tends to be profitable for out-
siders also because it tends to raise price and restrict
output. Consumers are typically hurt. If firms are
symmetric – that is of similar sizes – then the effect is
a reduction in total welfare (the sum of producer and
consumer surplus). However, if firms are asymmetric,
then a merger of small firms may improve productive
efficiency (by making the capacities of the firms in the
market more equal and shifting production from
high-cost to low-cost firms) and profits so much that
total welfare may rise even though prices and concen-
tration increase.11

In a study of mergers around the world based on the
global Thomson Financial Securities Database for the
period 1981 to 1998 (which covers all transactions of
at least 1 million dollars in size), Gugler et al. (2003)
found that on average mergers do increase profits but
reduce sales of the merging firms. The authors did not
find large differences between geographic areas, man-
ufacturing or services, or between domestic and cross-
border operations. Conglomerate mergers decrease
sales more than horizontal mergers. 

The authors differentiate four categories of merger:
Market power effects (27.6 percent) is when sales are
reduced and profits increase. Efficiency improve-

ment (29.0 percent) occurs when both sales and
profits rise. Efficiency decline (28.2 percent) is where
both sales and profits fall, while a fourth category
involving higher sales but lower profits (15.1 per-
cent) may be explained by the pursuit of size at the
expense of profits. The study reveals a rich variety

11 In fact, under some technical conditions on the profit functions
under quantity (Cournot) competition, a merger with a small initial
joint market share of the insiders, which is profitable and increases
price, also raises the total surplus (Farrell and Shapiro 1990). With
product differentiation, the average share-weighted price may fall
post merger if there is a significant shift in output towards non-merg-
ing lower-cost firms. If a merger generates synergies, then (under
some technical conditions on the profit functions) under quantity
(Cournot) competition with homogenous product or price (Bertrand)
competition with differentiated products, a merger will benefit con-
sumers if and only if it hurts competitors (see Farrell and Shapiro
1990 and Vives 1999). 



of outcomes consistent with a similar variety of

motives for merger. 

Before concluding that a majority of mergers in the

15-year period examined were welfare-reducing, as

the authors do, a full welfare analysis should consider

effects on rivals and consumers. Pesendorfer (2003)

does this for horizontal mergers in the US paper

industry in the mid-1980s. He found that both effi-

ciency and welfare increased after this industry-spe-

cific M&A wave. Merged firms reduced capacity and

generally lost market shares with an overall positive

welfare effect as a result since the mergers increased

producer surplus without affecting consumer surplus.

Maksimovic and Phillips (2001) provide empirical evi-

dence that the majority of firm asset transactions gen-

erate productivity gains and better allocative efficien-

cy in a sample of around ten thousand transactions.

Using data from the Longitudinal Research Database

(LRD) of the US Bureau of the Census for the years

1974 to 1992, the authors calculate total factor pro-

ductivity and compare that measure at the firm level

one year before a transaction with two years after.

The mean industry-adjusted change in productivity is

significantly positive with a 2 percent increase.

During the 1990s, many national and cross-border

mergers took place in the banking sector, comple-

mented by strategic alliances and joint ventures that

led to a consolidation of the industry. Evenett (2003)

seeks to distinguish efficiency and market power

effects by analysis of the interest rate spread (the dif-

ference between the average interest rate paid by bor-

rowers and the average interest rate the bank pays to

depositors). An increase in the interest rate spread

indicates that banks gained more market power and

did not pass lower costs due to efficiency gains onto

customers. Using data from the World Bank and the

Bank for International Settlements, Evenett finds

mixed results. Cross-border strategic alliances within

the EU seemed to be associated with an increase in

the interest rate spread, whereas intra-EU cross-bor-

der mergers reduced this spread. Outside the EU,

both strategic alliances and M&A have decreased

interest rate spreads, pointing to positive welfare

effects.

Another interesting stylised fact is that mergers

between asymmetric firms (for example, a large and a

small firm) tend to fare better than those among more

symmetric firms (see Capron 1999 and Conn et al.

2003).

4.2 Winners and losers

Andrade et al. (2001) seek to identify winners and
losers of M&A between publicly traded US firms in
the period 1973–1998.12 The impact of mergers on
stock prices is analysed by employing short-window
event studies that monitor stock market reactions one
day before the announcement of the merger to one
day after. In a second step, this window is also extend-
ed to 20 days prior to the announcement to the com-
pletion of the merger. The basic result is that owners
of target firms’ stock clearly benefit from the merger.
The value creation amounts to 16 percent, on average.
On the other hand, the impact of the merger on stock
owners of the acquiring company is not clear cut (on
average, stock value is reduced by 0.7 percent; howev-
er, this result is insignificant). Combining both the
target and acquiring firm effect, stockholders on aver-
age gained 2.6 percent in the 1980s and 1.4 percent in
the 1990s. 

If markets are sufficiently well informed about the
effects of the merger, these increases in value would
reflect the anticipated returns. However, the high
degree of uncertainty about estimates of expected
returns incorporated in stock prices must be translat-
ed into a similarly high degree of uncertainty in the
estimation of abnormal returns.

The empirical evidence for an important fraction of
mergers seems to be inconsistent. For those mergers,
event studies find that the stock market value of the
merged firms increases, while profits decline. This
leaves three puzzles: (1) Why do unprofitable mergers
occur?; (2) How can the value of the merged firms
increase while profits decrease?; and (3) Why do firms
acquire other firms if the gain is almost wholly
derived by stockholders of the target company?
Fridolfsson and Stennek (2001) try to resolve the puz-
zles by proposing a single explanation. In a coalition
bargaining model, the authors show that pre-emptive
mergers are rational if it is disadvantageous to be-
come an outsider, that is to be excluded from the
merger wave. The negative externality imposed on
non-participating firms creates an incentive to engage
in pre-emptive mergers. Although the merger results
in lower profits, the value might increase since the pre-
merger stock value takes into account the risk of
becoming an outsider, an even worse result for profits,
which is thereby averted.
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12 They employ the stock database from the Center for Research in
Security Prices (CRSP) at the University of Chicago, including pric-
ing information for all firms listed in the New York Stock Exchange,
the American Stock Exchange and the Nasdaq.
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4.3 Mergers and R&D

The dynamic consequences of mergers on innovation

are among the most important effects. Innovation is

the engine of growth and it may well be that a (nega-

tive) static welfare effect is overturned by a (positive)

dynamic merger-induced efficiency effect or vice

versa. Mergers might have scope and scale effects in

R&D, generating sharper incentives to engage in that

activity (for example, a firm producing a larger output

will have more incentive to invest in cost reduction, as

in Vives 2004). Also, positive spillover effects vis-à-vis

related firms can be internalised, bringing social and

private returns more closely in line. Mergers may also

provide a firm with more financial resources and this

may allow it to undertake riskier and more ambitious

R&D projects in the presence of capital market

imperfections. At the same time, mergers may avoid

the duplication of effort and, in fact, reduce R&D

effort while maintaining R&D output. On the other

hand, mergers may soften competition, and the

empirical literature as well as some theoretical models

have concluded that a degree of competition is need-

ed for innovation to occur and that competitive pres-

sure tends to foster innovation (see Baily and

Gersbach 1995, Nickell 1996, Aghion et al. 2005 and

Vives 2004).

The strength and net impact of these effects is an

unresolved empirical question. The evidence available

on the R&D performance of mergers is fragmentary

and mixed. Note, however, that a result that indicates

that R&D effort is reduced by mergers could be com-

patible with welfare-enhancing operations, since the

elimination of duplication efforts may be good. 

Several studies focus on the effect of mergers on R&D

investment. In a study for the biotech and pharma-

ceutical industries, Danzon et al. (2004) show that

large firms in this sector often merge to eliminate

overcapacity, which may emerge on the expiry of

patents. Controlling for the propensity to merge, the

authors find that there is no difference between R&D

expenses of merged firms compared to similar firms

in the same industry that did not merge. Smaller firms

in this industry often see mergers as an exit strategy

when under financial pressure. 

Cassiman et al. (2004) argue that technological and

market relatedness should determine the impact of a

merger on the level of R&D. Firms that use comple-

mentary technologies should increase their joint level

of R&D after merger, whereas firms with substitutive

technologies might be expected to reduce it.

Aggregation of product market activities can yield

economies of scale and scope with indirect conse-

quences for R&D expenditures. In a small sample of

31 EU mergers, Cassiman et al. (2004) find that R&D

levels rise where technologies are complementary and

fall when they are substitutive. Where technologies are

substitutive, R&D reductions are larger where firms

are product market rivals. Overall the authors find

empirical evidence for the scope effect, whereas the

scale effect does not appear in the data.

The semiconductor industry ranks high in R&D

spending (amounting to 13 percent of sales). Gugler

and Siebert (2004) looked at efficiency versus market

power effects in this industry and compared mergers

with research joint ventures (RJV). RJVs should also

be capable of internalising positive spillover effects

yielding a higher R&D level. Indeed, Gugler and

Siebert (2004) find that RJVs generate higher welfare

gains since the market power effect, which could

potentially decrease the efficiency gain effect, is less-

ened. Hence, from a public policy perspective, such

RJVs offer the advantage of not reducing competition

on the product market. 

4.4 Summary

The assessment of the performance of mergers is

complex and there is evidence consistent with differ-

ent explanations of their origin. On balance, however,

the most plausible explanation is that mergers

respond to technological shocks and are an instru-

ment of restructuring, and this explains merger waves.

Other motives are superimposed on this central influ-

ence of technology: to gain market power, to benefit

managers or managerial overconfidence. These latter

factors explain why merger waves may overshoot and

some mergers may destroy value.

5. Competition policy and merger control

Competition policy has as its main goal the protection

of social welfare by maintaining a healthy competitive

process. There is a debate over whether competition

policy should be directed only to the consumer inter-

est (that is consumer surplus) or should encompass

also profit or producer surplus (often described as a

total surplus standard). In any case, competition pol-

icy is today directed towards economic efficiency. In

the US, it took some time to get to this point, over-

coming populist attitudes according to which mere



size was an offence. Now only market power is. In
Europe, the efficiency objective has been intertwined
with other goals like the promotion of small and
medium-sized firms, innovation and the external com-
petitiveness of European firms. An added objective
has been to promote European economic integration.
Unique among competition policy authorities, the
European Commission has the duty of monitoring
industrial rationalisation programmes and state aid to
industry. All in all, however, the efficiency objective
has gained weight. 

The foundation for competition policy is that com-
petitive pressure is the guiding force towards econom-
ic efficiency. There are general arguments in favour of
competition that, in principle, apply to any industry.
Indeed, the benefits of competition for allocative effi-
ciency are well established since Adam Smith. It must
be noted, however, that competition is in general
imperfect because of entry barriers, switching costs,
product differentiation and asymmetric information.
The result is that there is room for firms to exercise
market power. A consequence is that the welfare the-
orems associated with perfect competition are not
directly applicable to any real industry. All in all, how-
ever, competition is perceived to be good for both
allocative and productive efficiency. The pressure of a
competitive market provides incentives to managers
to perform and information to design appropriate
incentive schemes.13 Monopoly power induces ineffi-
ciency and waste, and a healthy degree of rivalry is
necessary to keep a vigorous pace of innovation in an
industry, that is, for dynamic efficiency.

Competition policy tries to prevent adverse conse-
quences of market power by controlling ex post res-
trictive practices (like price-fixing or market-sharing
arrangements in cartels) and abusive practices (like
attempts to monopolise or exclude rivals from the
market). It also seeks to control merger activity ex

ante: preserving market structures conducive to com-
petition or preventing market structures that pre-
clude effective competition. Merger control tries
therefore to anticipate the consequences for competi-
tion of the restructuring induced by a merger. Merger
analysis distinguishes between the “unilateral effects”
and the “coordinated effects” of a merger. The uni-
lateral effects reflect the consequences of raising
prices above costs and are measured with the stan-
dard oligopoly-pricing static models of competition
among the few. Coordinated effects arise when firms

agree explicitly, or implicitly via reward and punish-
ment strategies, to keep prices high. Coordinated
effects reflect actual or tacit collusion. An analysis of
entry conditions, potential efficiency gains, and
dynamic effects (on investment and innovation for
example) is also relevant. 

The procedure in the US and the EU is similar. It
starts by defining the relevant (geographic and prod-
uct) market and proceeds to compute market share
and concentration indicators (like the Herfindahl
index).14 Those are used to define safe harbours, basi-
cally stating that mergers with small combined market
shares should be allowed to proceed, in particular in
unconcentrated industries. There is a major difference
between the EU and the US. In the EU, the jurisdic-
tion that should deal with the merger must be estab-
lished: the European Commission or a national
authority.15 The allocation of jurisdiction may be con-
tentious as the recent Spanish Gas Natural–Endesa
case shows, with the Commission taking more than
two months to decide.

The definition of the relevant market, in product or
geographic space, is crucial and typically contentious.
For example, in the blocked proposed merger of the
two Swedish truck manufacturers, Volvo and Scania,
the European Commission concluded that each of the
individual countries (such as Sweden, Denmark,
Norway, Finland, and Ireland) was a market within
which the merged company could exercise excessive
market power. However, the merging parties argued in
favour of the European market being the relevant one
(the European Economic Area). If the relevant mar-
ket had a European rather than a national dimension,
the decision would have been different. This case
makes clear that companies that seek to gain size to
compete internationally may be prevented from merg-
ing if this is considered to raise concentration too
much in a national market. 

A rise of concentration due to the merger must then
be checked against a specific analysis of unilateral
and coordinated effects and entry conditions. To
check for unilateral effects, quantitative and simula-
tion techniques, based on oligopoly models, are
increasingly used. The analysis of coordinated effects
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13 See, for example, Hart (1983), Schaferstein (1988), Hermalin
(1990), Schmidt (1997) and Vives (2000).

14 The Herfindahl index is defined as the sum of the squares of the
market shares of firms in a particular market (see Chapter 4 in Vives
1999).
15 The EC will have authority over concentrations having a “Com-
munity dimension”, that is of operations with combined annual tur-
nover larger than 5 billion euros or EU-wide turnover of each of at
least two of the firms larger than 250 million euros. If each of the
firms involved has more than 2/3 of its EU-wide sales in one mem-
ber state, then this country has jurisdiction.
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is more qualitative, relying on market structure condi-
tions (like market transparency, asset distribution in
the industry in terms of capacities of production and
product portfolios of the firms, concentration and
number of firms, multi-market contact, asymmetries
in cost and demand, entry conditions and buyer
power) and facilitating practices (like a history of co-
operation in the industry, communication of plans,
exchange of information on prices and quantities, and
pricing policies) that may impinge on the capacity of
firms to collude in sustaining prices above a competi-
tive level.

In the US and the UK, a merger would be challenged
if it “substantially lessens competition”. The substan-
tive test in the EU under the old merger regulation
(from 1989) was that: “A concentration which does
not create or strengthen a dominant position as a
result of which competition would be significantly
impeded in the common market ... shall be declared
compatible with the common market.” This is a “two-
prong” test referring to the “creation or strengthening
of a dominant position” and checking whether “com-
petition is significantly impeded”. The problem was
that this test is not well adapted to deal with unilater-
al effects because a merger may raise prices and
diminish welfare even though no dominant position
for a single firm is created. The Commission then
tried to block mergers because they would create a
collective dominant position (that is foster collusion)
when in fact what potentially was at stake were uni-

lateral effects (that is non-collusive exercise of market
power), which could not be challenged using the old
regulation. An example is provided by the blocking in
1999 of the merger of Airtours and First Choice,
because it would have created a collective, dominant
position in UK short-haul foreign package holidays.
However, in 2002 the Court of First Instance (CFI)
concluded that the Commission had made errors of
assessment and had not proved to the requisite legal
standard that the merger would give rise to collective
dominance (that is the collusive potential according
to the coordinated effects analysis).

Under the old merger regulation, there was a period of
vigorous intervention at the end of the 1990s.
Prohibited or abandoned transactions tripled from an
average of two per year in 1990–98 to an average of six
per year in 1999–2000. From 1998 onwards there was
also an increase in transactions subject to structural
remedies. However, about half of the prohibition deci-
sions of the Commission have been challenged by noti-
fying parties, including, for example, Gencor/Lonrho,
Airtours/First Choice, Worldcom/MCI Sprint and
GE/Honeywell, and in 2002 the CFI overturned the
Commission’s decision in Airtours/First Choice (as dis-
cussed above), Schneider-Legrand and Tetra Laval
Sidel (see Table 5.3).

Duso, Neven and Röller (2003) have claimed that a
stock-market event study can in principle detect the
welfare impact of mergers. The authors reached their

Table 5.3 

M&As formally blocked by EU

Year Deal

1991 Aerospatiale/Alenia bid for de Havilland (Canada)

1994 Bertelsmann, Kirch, Deutsche Telecom MSG deal (digital pay TV)

1995 Dutch Holland Media Group venture between RTL4, Veronica and Endemol

1995 Nordic satellite distribution joint venture between Norsk Telecom, TeleDanmark and Kinnevik

1996 Saint-Gobain and Wacker-Chemie silicon carbide joint venture

1996 Finnish retail deal between Kesko and Tuko 

1997 Blokker’s acquisition of Dutch operations of Toys’R’Us

1998 Proposed digital TV alliance of CLT-UFA and Kirch

1998 Acquisition by Deutsche Telecom and CLT-UFA of stake in Kirch’s BetaResearch (decoders for pay TV)

1999 Airtours’ bid for tour operator First Choice (travel agencies), (turned down by CFI, 2002)

2000 MCI Worldcom & Sprint/USA (internet access)

2000 Volvo and Scania (cars and trucks)

2001 GE – Honeywell (appeal pending to CFI)

2001 Scheider – Legrand in electrical equipment (turned down by CFI, 2002)

2001 SCA-Mölnlycke & Metsä Tissue (paper)

2001 CVC and Lenzing (synthetic fiber)

2001 Tetra Laval and Sidel (drink packaging), (turned down by CFI, 2002)

2004 ENI –EDP –GDP (energy)

Source: European Commission.



conclusions based on the stated insight that in some
mainstream oligopoly models with substitute prod-
ucts,16 consumer surplus increases if the profits of
outsider firms, that is firms that are not involved in
the horizontal merger, decline. A merger is pro-com-
petitive if and only if it decreases the value of rivals.
It must be noted, however, that this only applies to
horizontal mergers, and several of the mergers con-
sidered have either vertical or complementary market
components. Furthermore, a decline in the stock mar-
ket valuation of rivals as an outcome of the merger
announcement may also come about if the market
anticipates predation and exclusionary strategies
against outsiders.

In 2004 the Commission introduced a new merger reg-
ulation with a reformed substantive test, a strength-
ening of the parties’ procedural rights, and internal
controls and investigative powers of the Commission.
The procedure in the EU differs from that in the US,
which is of an adversarial nature: antitrust agencies
must challenge a merger in court. In the EU the pro-
cedure is administrative: a merger of a European
dimension has to be notified to the Directorate
General of Competition, which examines it and
makes a recommendation after which the Council of
Commissioners takes the final decision on approval.
The new procedure in the EU adds check and bal-
ances and establishes the appointment of a Chief
Competition Economist to enhance economic analy-
sis and the creation of a Scrutiny Panel, which will
review cases that go over a second phase of investiga-
tion and report to the Director General.17

The new merger regulation of 2004 introduces a new
substantive test to assess the anticompetitive impact
of concentration: “A concentration which would not
significantly impede effective competition on the
common market … shall be declared compatible
with the common market.” In this Significant
Impediment of Effective Competition (SIEC) test,
the first prong of the old regulation test, “... which
does not create or strengthen a dominant position
...”, is disposed of and only the part “effective com-
petition is significantly impeded” is kept. This makes
the test closer to the US and UK practice and allows
the Commission to deal with market power issues in
non-collusive oligopolies. At the same time the

Commission has issued horizontal merger guidelines
in the style of the US guidelines. In those guidelines,
also potential efficiencies of a merger are considered
as long as they are beneficial to consumers, merger-
specific, and verifiable. 

When the antitrust agency in the US – be it the
Department of Justice or the Federal Trade Commis-
sion – decides to challenge a merger, the parties may
decide not to pursue the transaction, given that the
judicial process may drag on for quite some time. The
new substantive test in the EU is closer to economic
analysis and less rigid. It allows the elimination of dis-
tortions in the use of the concept of collective domi-
nance, which was creating uncertainty in the proce-
dure. The merger guidelines should also help reduce
uncertainty for parties contemplating a merger. The
changes introduce more checks and balances and pro-
vide an enhanced role for economic analysis. How-
ever, the Commission staff dedicated to economic
analysis is still quite limited in comparison to the US
antitrust agencies, and the imbalance of resources rel-
ative to the private sector is marked. Still, an open
question is whether the new checks and balances will
be enough to avoid the cases being overturned by the
CFI, which seems to have tightened the standards of
proof required from the Commission. Further rejec-
tions may imply that the system effectively changes to
one of judicial review more similar to the US.

In an inquisitorial procedure, the prosecutor/judge
may not look for all sides of the argument and seek
only reinforcing information. In the CFI decisions on
Airtours/First Choice, Tetra Laval/Sidel and Schnei-
der/Legrand, the Court criticised the Commission for
being one-sided and suppressing conflicting evidence.
When the prosecuting and judging functions are sep-
arated, the parties will generate information on all
sides of the argument. There is thus a case for a more
explicit adversarial procedure.

The introduction of a scrutiny panel has gone some
way, but it would make sense to go further and con-
sider an internal team that makes the pro-competitive
case for the merger.18 A further step would be to con-
sider the establishment of an administrative tribunal,
independent of the investigators, but still within the
Commission, that makes a public recommendation
on the merger to the College of Commissioners. The
Commissioners might still disagree with the panel’s
recommendation but would have to explain why. A
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16 Namely, Cournot markets with homogeneous products or
Bertrand markets with differentiated products and under some tech-
nical conditions on payoffs.
17 In fact, the group in charge of merger analysis – the Merger Task
Force – was dissolved as a separate unit and integrated into the
already existing industry-specific units of DG Competition. 18 See Baker (2005).
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further step would be for the administrative tribunal

to take the final decision. An even bolder step would

be to set up an independent European Competition

Agency similar to the US Federal Trade Commission

(FTC). At the FTC, the challenge to a merger is

brought to the decision of an administrative law judge

and the decision can be appealed to the full Commis-

sion; if the merging parties are not happy, they can

then go to a circuit court of appeals. In the European

case the parties could appeal the decision of the

European Competition Agency to the CFI and the

ECJ (the European Court of Justice).

6. Industrial policy and competition policy

Industrial policy often conflicts with competition pol-

icy. National governments may want to help declining

industries (like textile, coal, shipbuilding etc.) or

national champions such as Crédit Lyonnais, Bull, or

MG Rover. Examples abound with declining indus-

tries and national champions. This may reflect lobby-

ing efforts of local constituencies or a belief that some

sectors (like banking or energy) are strategic and need

well-entrenched domestic firms to defend the nation-

al interest. This conflicts with competition policy,

which limits state aids, and may slow the integration

of European markets.

6.1 Why ownership matters

Does the national ownership of firms matter? It

seems hard to argue that Belgium is worse off because

it has no national car producers. However, is the same

true of other industries like banking? Is a country

worse off if all its banks are foreign-owned? This is

close to happening in some developed countries like

New Zealand as well as some emerging markets

(including new entrants to the EU such as Estonia). 

The banking example

In the financing of domestic economic activity, and in

particular in relationship banking like lending to

small and medium-sized firms, proximity matters for

long-term commitments. Foreign ownership may

reduce the commitment of domestic banks to domes-

tic borrowers because distant headquarters may use

hard information and rigid protocols instead of soft

information and may have less tendency to internalise

the welfare of local stakeholders.19 In the US, this has

been a concern when large out-of-state banks took

over local institutions. 

However, as the Japanese experience has painfully
pointed out, close relationships may result in high
costs of finance (because banks cannot exit from
transactions), delay the closure of non-viable firms,
lead to collusive arrangements that prevent entry, and
eliminate healthy competition and innovation from
foreign institutions. All in all, in developed economies
with a well-diversified range of institutions, national
protectionism does not seem warranted even in bank-
ing. In emerging economies – as in Eastern Europe
where financial integration has been achieved mostly
through ownership by West European banks – the
alternative to foreign bank ownership may be semi-
public banks, vulnerable to political influence and
soft budget constraints.

Most mergers in the banking sector have been domes-
tic. There are obstacles to cross-border mergers in
Europe that do not affect cross-state mergers in the
US: more limited economies of international diversi-
fication, labour market rigidities as well as differences
in language, regulation, and corporate culture. Polit-
ical interference and the fostering of national champi-
ons are also prevalent. Recent examples of this in-
clude BBVA with first Unicredito and very recently
with BNL in Italy, and ABN Amro’s aquisition of
Antonveneta. The French authorities adopted a pro-
tectionist attitude in the triangular battle BNP-SG-
Paribas that ended up in the merger BNP-Paribas by
insisting on a “French” solution to the case.

Domestic mergers cut costs by reducing overlap in
branches (and overcoming labour market rigidities)
and many reap benefits from a financial conglomer-
ate. But such mergers may also increase or maintain
market power and prevent hostile takeovers. Cross-
border mergers may help to acquire local expertise,
access high-margin deposits or diversify, while size is
gained to compete in global markets. In fact, cross-
border regional mergers, where cultural and legal dif-
ferences are smaller, took place in late 1990s in the
Scandinavian and the Benelux countries. More re-

19 If a domestic firm borrows from a foreign bank, the lending bank’s
headquarters will be presumably located in another country. The
lending officers responsible for the loan will respond, directly or indi-
rectly, to headquarters located far away geographically and organi-
sationally. The foreign lending bank will presumably be a more com-
plex organization, which may be less able to offer the same services
and respond with the same flexibility as a local domestic bank. This
implies that large multinational banks, to ensure effective internal
controls, may be obliged to operate with internal procedures that are
quite standard across countries. Thus, large multinational banks
may not be flexible enough to adapt themselves to the specific needs
of local borrowers. Local banks, instead, are more able to respond to
the specific needs of local firms, and may be better partners in situ-
ations where relationship banking is important. An open issue is why
multinational banks do not develop internal organization structures
to cope with this problem. See Berglöf et al. (2005).



cently, Banco Santander (Spain) was able to acquire

Abbey because the UK does not have a protectionist

attitude: the antitrust authority did block the

takeover of Abbey by Lloyds TSB in 2001 but not the

takeover by Banco Santander. Here a vigorous na-

tional competition policy promoted a cross-border

merger. Santander comes from an increasingly com-

petitive domestic market in Spain that has induced

efficiency gains and allowed international expansion

(mostly in Latin America). 

We have described how in the banking sector the loca-

tion of headquarters of banks may matter because

proximity is important for long-term credit relation-

ships. More generally, the location of headquarters of

a firm matters because headquarters create agglomer-

ation effects for both other headquarters and business

services. One example of such positive external effects

is the density of the market for highly qualified

labour. Most regions are therefore prepared to sub-

sidise the location of new headquarters (see Strauss-

Kahn and Vives 2005 for evidence on location factors

and external effects in the US.) Other advanced activ-

ities like R&D also tend to be located close to head-

quarters. 

Ownership also matters because proximity is relevant

for the protection of the interests of the different

stakeholders (such as workers, suppliers, small share-

holders and communities) in a firm. In bad times the

firm may tend to minimise staff cuts in its country of

origin. 

Large international firms typically develop a corpo-

rate culture with a national base and do need the sup-

port of a government, in terms of influence activities

and protection of property rights, to compete truly

internationally (for example, US “multinationals”

typically call on the State Department when in trou-

ble). This implies that companies remain “national”

for good reasons that may still be important in a glob-

alised world. 

In summary, ownership matters in so far as it influ-

ences the location of corporate control centres and

the associated externalities. Local and regional

authorities have incentives to retain and attract cor-

porate headquarters. There is a lot of path depen-

dence, that is, history matters, and there may be

potential multiple equilibria. This gives room for pol-

icy intervention. However, if all regions give subsidies

or protect their firms, they may neutralise each other

and imply both large budgetary costs and welfare

losses. Such protectionist attitudes may be self-de-

feating. 

6.2 From national to European champions?

Cross-border mergers may lead to the formation of

European champions. Competition concerns

should be less in such cases, because of the size of

the European market. But a trade-off may exist:

extracting rents from abroad against exploiting

European consumers. However, those champions

may be helped unduly to start with or, perhaps

worse, are too big to fail and are still provided with

subsidies when they should be closed down. In

some sectors where the learning curve is very steep

like aerospace, the commitment power that comes

with public help may prove crucial in international

competition. In this case, according to Neven and

Seabright (1995), help to Airbus basically entailed a

transfer of rents from US producers Boeing and

McDonnell-Douglas to Airbus, leaving the con-

sumers with small gains.

Cross-border mergers require the combination of very

different corporate cultures: to be successful in the

end, one culture has to predominate over the other.

Asymmetric mergers or absorption seem to work bet-

ter than mergers among equals. 

European competition policy regarding state aid may

be effective in checking support to national champi-

ons (as with Crédit Lyonnais) and serve as an external

commitment to not keep inefficient institutions in

business (see Besley and Seabright 1999). However, it

is not so clear that it can prevent the support of pan-

European champions: the Commission cannot easily

resist the simultaneous pressure of France and Ger-

many, as shown by the dilution of the Stability Pact

(see Box 1.4 in Chapter 1 of this report). Can the

independence of competition policy may be main-

tained given the politics of the Commission since

states can lobby Commissioners and other Director-

ates (like Industry or Energy) to further national poli-

cies? This tension between competition and industrial

policy has often surfaced, as in proposals to create a

Super Commissioner or Vice Presidency that would

oversee both industrial and competition policy, with

the obvious objective to keep competition policy in

check. Independent institutional bodies like an ad-

ministrative panel within the Commission or even an

own European Competition Agency might be ways of

protecting competition policy from these industrial

policy pressures.
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6.3 Privatisation and regulated sectors

Network industries such as electricity, gas, and tele-

coms have been liberalised and the incumbent

monopolies privatised in most countries (with the

conspicuous exception of France). In those industries,

regulation is maintained, even after liberalisation,

because they have some segments that are a natural

monopoly (for example, transmission and distribution

of electricity). The way the privatisation process has

been accomplished has very important consequences

for the level of competition and performance in the

industry. To privatise a monopoly is one thing: to

introduce a degree of competition and then privatise

is another. The evidence suggests that what really

matters for performance is the level of competition in

the industry (see, for example, Armstrong, Gowan

and Vickers 1994) rather than the structure of owner-

ship. However, in some instances the desire of govern-

ments to obtain cash from privatising a monopoly has

been a more important motive than to ensure compe-

tition. Some public companies have even been

allowed to merge before privatisation (this was the

case of the formation of the Spanish Endesa, for

example). 

In those network industries, it is important that a

potentially competitive structure is created before pri-

vatisation. Once firms with monopoly power are pri-

vatised it is very difficult to change the market struc-

ture with divestitures to enhance competition. Merger

proposals may offer an opportunity to rearrange

assets in a pro-competitive way. 

Network industries, such as those in the energy sector,

are typically considered strategic by many countries,

which resist privatisation or hold on to “golden

shares” even after privatisation. France has resisted

domestic liberalisation at the same time as publicly

controlled French firms have gone shopping in other

European markets.

7. Conclusions

Globalisation, accompanied by the information tech-

nology revolution and consequential lowering of

trade costs and market expansion, imposes restructur-

ing in many sectors and mergers are a prime instru-

ment. Size is necessary to compete globally in many

segments of industry and services, but consolidation

may pose a threat to competition. Competition is a

necessary prerequisite for economic efficiency: suffi-

cient competition is needed for innovation and the
timely termination of bad projects drives productivity
growth. Domestic competition is key to international
success and competitiveness: fostering national cham-
pions defeats this objective. The policy challenge is to
allow the needed restructuring and potential increase
in firm size in some sectors while at the same time pro-
tecting competition. 

Our first conclusion is that a vigorous competition
policy is needed, but care must be taken not to try to
enforce low concentration in natural oligopoly indus-
tries, where the dynamics of investment is such that
only a limited number of players can survive. Further-
more, merger control should take into account the
need for larger firm size in several industries and the
potential dynamic efficiencies, benefiting innovation,
generated by merger proposals. 

A second conclusion is that artificial obstacles to hos-
tile and cross-border mergers should be removed in
Europe. Hostile takeovers are a sign of health of the
market for corporate control. Cross-border mergers
should proceed without regulatory obstacles, as they
may keep in check the increase in domestic concen-
tration. We acknowledge that ownership is not neu-
tral, in particular in some industries like banking
where relationships are important, but on balance this
is insufficient justification for protectionism. Euro-
pean as well as national competition policy must play
a major role in keeping markets open.

A third conclusion is that care must be taken in not
promoting European champions that end up effec-
tively protected from closure. The political economy
of European champions may imply that the powers of
European competition policy, with the present institu-
tional structure, are very limited to deal with those
cases. Indeed, this is one instance where global coor-
dination of competition policies may help. 

Fourth, the 2004 reform of the merger control proce-
dure in the EU went a step in the right direction,
increasing checks and balances for merging parties
and the role of economic analysis. However, the guar-
antees for the parties, the quality of analysis and deci-
sion-making, and the protection against the lobbying
pressures of national governments and firms could
still be improved. Merger decision proposals should
be taken by an administrative panel, independent of
prosecutors and investigators. Failing this, a debate
should be opened about the need of an independent
European Competition Agency similar to the US
Federal Trade Commission.
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