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The relative price of capital has declined at a rapid rate in the postwar period.This article provides a candidate
explanation for this relative price decline—research and development that are embodied in new, more efficient
investment goods. The model mimics the secular aspects of the data, and it has the property that the long-run
growth rate of consumption is nontrivially determined as a function of the R&D efforts. Because growth is driven
by investment in durable goods in the present model, it seems natural to assume that R&D is product-specific and
that the firms producing these goods are long-lived profit centers that internalize the dynamic gains from R&D.
A result of this assumption is that the growth rate in the decentralized economy is too low: the so-called business
stealing effects that may cause the equilibrium growth rate to be too high in other models is internalized here in
the form of planned obsolescence.
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1. Introduction

The relative price of equipment capital has fallen at a high rate in the postwar period: the
measures provided recently for the United States show an annual rate of decline of more than
3 percent (see Gordon, 1990). When the price decline is identified as investment-specific
(exogenous) technological change and compared to residual, sector-neutral productivity
change, these measures imply that the investment-specific developments account for more
than 50 percent of total consumption growth during this period.1 Given that these sector-
specific movements seem so important for aggregate growth, we need to ask, What are
the origins of the price decline? In this article I explore one candidate’s answer to this
question. I take the view, first of all, that the price decline does reflect investment-specific
technological change. Second, I hypothesize that this technological change is a result of
explicit R&D decisions on the level of the private firm.

The story considered here is based on the ongoing development of new and better equip-
ment technologies, such as the recent advances we have observed in information processing,
telecommunication, transportation, robotization, and so on. The formal analysis in this arti-
cle summarizes these phenomena in a vintage-capital version of the standard growth model
(which is in the spirit of that in Solow, 1959) in which new vintages have endogenous effi-
ciency levels. Capital comes in different types—monopolistic competition is assumed—and
there is an R&D decision regarding how much to upgrade the efficiency of each type of
capital from one vintage to the next. Along the balanced growth path of the model, the
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markups on these capital goods are constant in percentage terms. Thus, the model of
equilibrium technology choice developed in this article suggests that the rate of price de-
cline for investment goods in the data indeed should be interpreted as the growth rate of
investment-specific technology.

Because growth is driven by investment in durable goods in the present model, it seems
natural to assume that R&D is product specific and that the firms producing these goods are
long-lived profit centers that internalize at least part of the dynamic gains from R&D and
product development. This is an alternative to the typical assumption in the literature (see
Romer, 1990; Grossman and Helpman, 1991; Aghion and Howitt, 1992; and Segerstrom,
1991), where these dynamic returns typically are regarded as pure externalities.

A result of assuming that R&D is product specific is that the growth rate in the decen-
tralized economy is too low: the so-called business stealing effects that may cause the
equilibrium growth rate to be too high in other models becomes internalized here. This
phenomenon can be referred to as planned obsolescence, which is often associated with the
kinds of capital-embodied technological change that I study in a stylized way in this article.

Section 2 presents the environment and defines equilibrium, and Section 3 character-
izes symmetric, balanced-growth equilibria. Section 4 compares the decentralized to the
centralized outcomes and shows that the long-run equilibrium growth rate is always too
low.

2. The Model

2.1. The Economic Environment

There is one consumption good per period, and there is a representative, infinitely lived
consumer with additively separable preferences over this good. The discount factor is
β < 1, and the period utility functionu satisfiesu(c) = limv→σ c1−v−1

1−v , whereσ > 1. The
consumer is also endowed withL time units each period but does not value leisure.

The technology available for producing final outputy satisfies

y =
(∫

kα
)

m1−α, (1)

wherek is a vector of capital services, andm is the amount of labor employed in this sector.2

There is a given interval of capital services available at all moments in time,kt : [0, µ] →
R+, and the indexj is used for specific capital types. (Boldfaced fonts are used throughout
to denote positive, real-valued functions on the domain [0, µ].)

Investment,i , is produced one for one from final output and builds capital according to

k j,t+1 = (1− δ)k j t + T j,t+1i j t , (2)

whereT j t denotes the efficiency level for capital of typei at timet , andi j t is the investment
good att used for capital of typej .3 Note that the physical depreciation rate in this model,
δ, is not equal to the rate of “economic depreciation,” 1−(1−δ)T j t /T j,t+1, which increases
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when higher quality capital arrives and which is endogenous in this model. The resource
constraint for output, finally, readsc+ ∫ i ≤ y.

The key variable in the analysis is the sequence{Tt }∞t=0. Greenwood, Hercowitz, and
Huffman (1988) and Greenwood, Hercowitz, and Krusell (1997b) analyze environments
where this sequence is an exogenous stochastic process used as the driving force behind
economic growth as well as economic cycles. These economies are convex and admit a
standard decentralization.

Here,T j t is modeled as a result of explicit R&D decisions, and all the aspects of the
research technology will be embedded in the description of howT j t is accumulated. I use a
simple parametric form that captures some of the main ingredients of the R&D technology:

T j,t+1 = Tγj t T̄
1−γ
t H(nj t ), (3)

wherenj is an amount of labor used for R&D in sectorj , T̄ is the average technology level
across product varieties, and the parameterγ is in [0,1]. Given current technology levels,
R&D output is strictly increasing in labor, but it is bounded and the marginal productivity
is declining: H ′ > 0, H < b for someb > 1, andH ′′ < 0. Also, H ′(0) = ∞ to ensure
interior solutions. Last, to ensure that the maximization problems of the R&D units are
well-defined, the bound onb has to be related to preferences and technology: I assume
b < β

α−1
α .

Unlessγ = 0, there are dynamic returns to R&D from the point of view of a single
capital variety. In the decentralized economy, each product variety will be produced by
only one firm, andγ > 0 will therefore also mean that these dynamic returns to R&D are
internalized. Further whenγ < 1, there is a spillover across capital technologies: an R&D
advance in technologyj will also have positive impact on the technology advance for other
products. In summary,γ is a measure of therelative importance of the dynamic, product-
specific returns to R&D. Also, sinceH ′ > 0, it is clear that there are increasing returns
within each given capital variety (that is, taking the technology levels of other varieties as
given). These increasing returns are stronger, and moredynamic, the higher the value ofγ .

Finally, labor is perfectly substitutable across its different uses:
∫

nt +mt ≤ L.

2.2. Equilibrium

The decentralized economy consist of utility-maximizing consumers, a perfectly compet-
itive sector with a large number of final good-producing firms, and an interval [0, µ] of
capital-producing firms. I assume that there is monopolistic competition in the latter sec-
tor: there is one producer per type of capital. The monopolistic competitors sell capital
services to the sector producing final goods. They all compete for the same labor and for the
same investment goods and consequently take the corresponding prices as given, whereas
they perceive a downward-sloping inverse demand function for their own good. The mo-
nopolistic firms will typically be making positive profits in equilibrium, and one way to
formally describe the market form is that there are infinite patents for each type of capital.
The infinite-patent assumption is motivated in part as a shortcut (it avoids explicit modeling
of those costs that in practice give existing producers an edge over potential entrants and that
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explain why firms are long-lived) and in part as an alternative benchmark to the standard
assumption that research firms are entirely short-lived and do not internalize the dynamic
returns to research.

The consumer’s and the final-output-producing firm’s maximization problems are straight-
forward. The consumer maximizes utility subject to

∑∞
t=0 ptct ≤

∑∞
t=0 ptwt L +

∫
5,

wherept is the Arrow-Debreu price of consumption att , ptwt is the price of labor att , and5j

are the profits from firmj . The firm maximizes the static functiony−∫ rk −wm, wherer j

is the rental price of capital, leading to marginal product conditionsr j = αkα−1
j m1−α, which

is capital-producing firmj ’s inverse demand for its product, andw = (1− α) ∫ kαm−α =
(1−α)y/(m/µ) (note thatm/µ is productive labor per type of capital, sinceµ is the number
of varieties).

The monopolist producing capital of typej chooses{r j t , k j,t+1,nj t , i j t ,T j,t+1}∞t=0 to
maximize

∞∑
t=0

pt r j t k j t −
∞∑

t=0

pt [wtnj t + i j t ]

subject to the inverse demand function and the R&D technology. When the former is
substituted in, this maximization problem can thus be written

max
{k j,t+1,nj t ,T j,t+1}∞t=0

∞∑
t=0

pt

(
αkαj t m

1−α
t − wtnj t − k j,t+1− (1− δ)k j t

T j,t+1

)
(4)

s.t. T j,t+1 = Tγj t T̄
1−γ
t H(nj t ) ∀t,

with k j 0 andT j 0 given. The maximized value is denoted5j .
An equilibrium for this economy is defined as a set of prices, quantities, and profits such

that all agents maximize and markets for goods and labor clear.

3. Symmetric, Balanced-Growth Equilibria

A balanced-growth, or steady-state, equilibrium is one in which all variables grow at constant
rates. Asymmetricequilibrium is one in which all firms have the same technology levels
over time. The focus in this article is on symmetric steady states. There are other outcomes
of interest; in particular, when the dynamic, product-specific returns to R&D are strong
enough, there may be asymmetric steady-state equilibria, in which large and small capital
firms coexist. I study this kind of implication in another paper (Krusell, 1995), where the
R&D is in nondurable intermediate goods. Here, since the focus is on capital and its role
in growth, I assume that parameters are such that asymmetric steady states cannot exist.4

I start by deriving some key properties of symmetric steady states using first-order con-
ditions. I thereafter show how long-run R&D is determined, provide an existence result,
and perform comparative-statics exercises.

Since the focus is now on a symmetric equilibrium, it simplifies matters to drop allj
subscripts and boldfaced fonts and to useT̄ = T in equilibrium. Denoting the growth
rate of variablex by gx, it is clear, first, thatgm = gn = 0. Second, it follows from the
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technological assumptions that

gT = H(n), gk = gi gT , andgc = gi = gαk .

The consumer’s first-order condition implies that the gross real interest rate,pt/pt+1 ≡ Rt ,
equalsgσc /β on the balanced path.

Moreover, the competitive firm’s first-order conditions implies thatgr = gα−1
k and that

gw = gαk . These growth-rate conditions together imply thatgc = gαk = H(n)θ , where
θ ≡ α/(1−α), so it is possible to summarize by expressing all growth rates and the interest
rate as functions ofn, the steady-state level of R&D:

gc = gi = gw = H(n)θ , gk = H(n)1/(1−α), gr = H(n)−1, andR= (1/β)H(n)σθ . (5)

Note that the balanced-growth equilibrium of the model shares many features with that of
the standard neoclassical growth model: consumption, investment, and real wages grow at a
common rate. However, the capital stock, which is now measured in efficiency units, grows
at a higher rate since the technological change here is “embodied” in capital, or “investment
specific.” And whereas the standard Solowian model has a constant relative price of capital,
the present model has a steady-state decline in this price/rental rate along the balanced-
growth path iffH(n) > 1—that is, there can only be a sustained relative price fall when the
R&D technology is such that there is sustained (endogenous) growth in the capital-specific
technology. Thus, note that although there will be a markup in this framework, the markup
is constant in percentage terms over time, and the relative price falls at a constant rate.
This framework thus supports the long-run accounting results in Greenwood, Hercowitz,
and Krusell (1997a), although they use a fully competitive framework: their results rely
on identifying the rate of investment-specific technological progress with the inverse of the
growth rate of the relative price, and that identity is a fact in the steady state of this model.

The determinants of the relative price fall can be found by studying the monopolist’s
problem (4). To derive Euler equations for this problem, it is convenient to first maximize
over the capital sequence. This giveskt+1 as a function ofTt+1 andTt+2:

kt+1 = α2(1+θ)mt+1u−(1+θ)t T1+θ
t+1 , (6)

whereut is theuser cost of capital—that is,

ut = Rt − (1− δ)Tt+1

Tt+2
.

Notice that the user cost of capital includes the capital loss due to the fact that next period’s
capital is more efficient than current capital (assumingTt+2 > Tt+1).

Equation (6) illustrates the effect of technology and, indirectly, of R&D, on the choice
of how much capital to produce. In particular, the choice ofkt+1 is affected by technology
in the following ways. First, the technology levelTt+1 gives it a direct boost by lowering
its production cost. Second, withδ < 1, the choice ofkt+1 is also affected by the relative
technology levels att + 1 andt + 2. In particular, ifTt+2 is high relative toTt+1, the
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production ofkt+1 is discouraged. This is theplanned obsolescenceeffect: the producer
knows that a side-effect of research att + 1 (which makesTt+2 high) is to lower the value
of datet + 1 capital—that is, future research lowers the value of producing capital today.5

Turning the attention to how to solve for technology levels—that is, how to optimally
invest in R&D—it is convenient to substitute the choices of capital levels from (6) back
into the objective. This leads to a net cash flows at timet , vt (measured in terms of goods
at t), satisfying

vt = α1+2θmtu
−θ
t−1T θ

t − wt nt

−α2(1+θ)mt+1u−(1+θ)t T θ
t+1+ (1− δ)α2(1+θ)mtu

−(1+θ)
t−1 T1+θ

t /Tt+1

for t > 0.6 Substantial simplification can now be achieved by first restatingvt asvt =
v1t + v2t , where

v1t = α1+2θmtu
−θ
t−1T θ

t

(
1+ αu−1

t−1

Tt

Tt+1
(1− δ)

)
− wt nt

and

v2t = −α2(1+θ)mt+1u−(1+θ)t T θ
t+1.

Sincev2t contains variables dated one period later thanv1t , it is helpful to collect terms
with the same dating: rewrite the present value of all cash flows,

∑∞
t=0 pt (v1t + v2t ), as∑∞

t=0 pt v̂t , where

v̂t = v1t + (pt−1/pt )v2,t−1

for t > 0 andv̂0 = v10. After collecting terms, the new cash-flow variable thus simply
equals

v̂t = (1− α)α1+2θmtu
−θ
t−1T θ

t − wt nt . (7)

To maximize with respect to the R&D labor input, we thus notice that the technology
variableTt+1 affects cash flows in a number of different ways. The costs are twofold:

• Cost 1: RaisingTt+1 requires R&D resource expenses att (throughwt nt in v̂t ).

• Cost 2: RaisingTt+1 increases the user cost ofkt—that is, makes this capital obsolete
(through the termut−1 in v̂t ).

The second of these costs thus represents the planned obsolesecence effect of research. The
benefits from research are threefold:

• Benefit 1: Raising Tt+1 has a direct positive impact on̂vt+1 lowering the costs of
producingkt+1.

• Benefit 2: RaisingTt+1 decreases the future user costut (in v̂t+1) by making capital
used att + 1 closer in efficiency to the next vintage of capital.
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• Benefit 3: RaisingTt+1 creates a dynamic gain from research by raising the productivity
of any future research efforts. This can also be expressed as lowering the research effort
at t + 1 needed to maintain a given level ofTt+2 (working through the termwt+1nt+1

in v̂t+1).

This last dynamic gain from present research reflects an important feature of this model:
the research firm internalizes some of the beneficial effects of current research by lowering
the future costs of further researching its own product line. Of course, this effect is present
only whenγ > 0. Similarly, as in other models, there is also an externality associated with
research in that other firms can partly build their research on yours (so long asγ < 1).

The above cost-benefit considerations have their formal counterpart in the first-order
condition obtained by setting the derivative of the present value of cash flows with respect
to each period’s value ofTt+1 (for t ≥ 1) equal to zero.7 Multiplying this first-order condition
by Tt+1/pt+1 and rearranging then gives

α2(1+θ)mt+1u−θ−1
t Rt T

θ
t+1− α2(1+θ)mtu

−θ−1
t−1 Rt T

θ
t (1− δ)

T1

Tt+1

= wt+1

(
Rt

wt

wt+1

H(nt )

H ′(nt )
− γ H(nt+1)

H ′(nt+1)

)
, t > 1. (8)

Equation (8) (a second-order difference equation inTt from the point of view of the monop-
olist) thus incorporates the benefits and costs from above, and it is central in determining
equilibrium research efforts in this model.8

It is now possible to find the balanced-growth research level and, thus, the economy’s long-
run growth rate by combining the stated first-order conditions and the resource constraints
with the expressions for how the growth rates of variables depend on research efforts.
Therefore, substitute the market-clearing condition for labor,L = m+µn, the growth-rate
formulas (equation (5)), and the expression for the wage rate into (8), and simplify to obtain9

αβθ(L/µ− n)H(n)−(2+σθ)(H(n)1+θ − (1− δ))H ′(n)
= (1− β(1− δ)H(n)−1−σθ )(1− γβH(n)(1−σ)θ ). (9)

Equation (9), which has only one unknown,n, is the core of the characterization of sym-
metric, balanced-growth paths for this model.

Existence and uniqueness of solutions to (9) depend in part on what is assumed about
H(0)—that is, on what happens to technologies in the absence of research efforts. If it
is assumed thatH(0) ≥ 1, so that there is no “forgetting,” then existence and uniqueness
are straightforward to obtain: under the added condition thatδ > (1+ θ)/(2+ σθ), one
can show that the left-hand side of (9) is strictly decreasing inn (that the right-hand-side
is increasing inn follows from H(n) ≥ 1).10 The appendix states and proves the formal
existence and uniqueness result.

The comparative statics exercises, which can be obtained by manipulating (9), involve
changes in the parametersγ ,β,α, δ, L, andµ. Under the assumption ensuring uniqueness—
δ > (1+ θ)/(2+ σθ)—the left-hand side of (9) is decreasing inn and the right-hand side
is increasing inn, so it is straightforward to analyze the effects of variations in parameters
by determining how they alter each side of the equation.
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Sinceγ appears only on the right-hand side of (9) and lowers the value of this side for
any given value ofn, it follows that the long-term growth rate must be increasing inγ . In
other words, the larger the fraction of the dynamic returns to R&D that is internalized, the
higher the long-term growth rate.

As in standard growth models, long-run growth is increasing inβ, the degree of patience.
However, unlike in standard growth models, the effects of the rate of physical depreciation
δ are not clearcut: although a low depreciation rate raises the return to capital accumulation
and thus works to increase the growth rate, it also increases the extent to which planned
obsolescence hampers technological development, thus working in the opposite direction.

The effect ofα, capital’s share of income, is not transparent since the left-hand side of
(9) is not monotone inα. This reflects, on the one hand, that a highα raises the return to
capital accumulation, since it raises the marginal product of capital. On the other hand, a
highα also makes the demand for capital services more elastic, thus lowering markups and
the profits from accumulation (whenα = 1, capital goods are perfect substitutes).

The effects of the size of the economy, as measured by the size of the labor forceL,
are clearcut and standard for growth models building on increasing returns: the larger the
economy is, the more research labor is in effect available, so the faster is growth. For
the same reason, the effects of the exogenous amount of variety,µ, are the reverse: more
variety means more types of capital goods and thus less research labor available for each
capital type.

4. Optimal Allocations

The economy studied has two sources of distortions—monopoly power and technology
spillovers. In this section I briefly comment on properties of optimal allocations for our
economy. The problem of the planner is to choose a distribution of R&D at each moment
in time and to allocate final output between consumption and investment into the different
capital goods to maximize

∞∑
t=0

β t u

(∫ kα
)(

L −
∫

H−1

(
Tt+1

Tγt T̄1−γ
t

))1−α
−
∫

kt+1− (1− δ)kt

Tt+1

 . (10)

Differentiating with respect tokt (i ) and Tt (i ) and eliminating the multipliers yields a
dynamic system of necessary conditions that, as in the case of equilibria, is consistent with
symmetric, balanced growth.11

It is straightforward to develop these necessary conditions into the following equation,
which characterizes the set of symmetric, optimal balanced-growth paths:

βθ(L/µ− n)H(n)−(2+σθ)(H(n)1+θ − (1− δ))H ′(n)
= (1− β(1− δ)H(n)−1−σθ )(1− βH(n)(1−σ)θ ). (11)

First, we observe that equation (11) is independent ofγ . This is because when all firms
are alike and the externalities are internalized by the planner, the relative importance of the
firm-specific and general returns to R&D do not matter. This can be compared to equation
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(9), which determines the set of symmetric balanced-growth equilibria. In the latter, growth
is higher whenγ is larger. Note the other difference between the steady-state equations for
the optimal and decentralized solutions: the latter equation has anα multiplying the left-
hand side. This is the effect of monopoly power, and it makes the equilibrium steady-state
growth rate lower than optimal.

The two sources of distortion—externalities and monopoly power—both lead to a growth
rate that is too low in equilibrium. This contrasts the existing literature on R&D races in
equilibrium growth models (see, i.e., the presentation in Grossman and Helpman, 1991),
where the relative ranking of the equilibrium and the optimal growth rates is nontrivial.
The latter result is due to the so-called business-stealing effect: when an innovation re-
places an existing idea, there is a loss in value to those controlling the old idea. Here, the
same phenomenon is present—new models of equipment replace old machines—but all
the business-stealing is internalized. Instead I refer to the phenomenon here as planned
obsolescence.

As far as economic policy aimed at improving on the decentralized outcome, it is easy
to show that simple proportional investment subsidies, income subsidies, or consumption
subsidies can be implemented so that the symmetric balanced-growth equilibrium path
coincides with the optimal symmetric balanced-growth path.

Appendix

To show existence, it is necessary to show that there is a research leveln that solves (9) and
also to demonstrate that the monopolist maximizes on the given path. This is nontrivial
here, since the objective function of the monopolist is not concave (unlessγ = 0—that is,
unless there is no dynamic, product-specific returns to R&D).

To this end, defineRt (zt , zt+1), wherezt ≡ Tt/T̄t , as the period return function of the
monopolist’s objective when this is expressed with the constant discount factorλ in a
context when all the other agents are on a balanced-growth path(T̄t = T0H(n)t and so
on). ThenRt (zt , zt+1) = R(zt , zt+1) ≡ a1(1 − a4zt/zt+1)

−θzθt − a2H̃−1(zt+1/z
γ
t ) for

t ≥ 1 and R0(zt , zt+1) ≡ a3 + (1 − δ)k0/zt+1 − a2H̃−1(zt+1/z
γ
t ), where theai ’s are

constants that are functions of primitives.12 Also, defineS as the recursive constraint cor-
respondence in the monopolist’s problems—that is,S ≡ {(zt , zt+1) ∈ R2

+ : zt/z
γ

t+1 =
[H(0)/H(n),b/H(n))}. The following condition can now be used to show that the mo-
nopolist indeed maximizes by settingzt+1 = 1 whenzt = 1 for all t :

Assumption: R, R0, andS are such that

(1,1) ∈ arg max
(x,x′)∈S

R(x, x′)− R(1,1)− R1(1,1)(x − 1)− R2(1,1)(x
′ − 1) and

(1,1) ∈ arg max
(1,x′)∈S

R0(1, x′)− R0(1,1)− R0
2(1,1)(x

′ − 1).

This assumption says that the period return function is everywhere below its tangent
hyperplane at the hypothesized optimum (1,1), and it is a weaker condition than requiring
Rt to be globally concave.
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We now have

Theorem: Under the assumptions made above, together with H(0) ≥ 1, there exists a
symmetric, balanced-growth equilibrium. Ifδ > (1+ θ)/(2+ σθ), then there is only one
such equilibrium.

Proof: For existence, note that equation (9) determining the long-run research effort has
to have a solution, since its left-hand side is continuous inn and goes from∞ to 0 asn
moves from 0 toL/µ, whereas its right-hand side is continuous and strictly positive for
all values ofn. Furthermore, given the above assumptions, it is straightforward to employ
an alteration of the proof used in Krusell (1995) to show that the first-order conditions are
sufficient for a maximum.

For uniqueness, observe that the right-hand side is a product of two positive factors,
both of which are increasing inn. The left-hand side is decreasing inn provided that
H(n)−2(2+σθ)(H(n) − (1− δ)) is decreasing. Taking derivatives of this expression and
simplifying, we obtain

H(n)−2−θ(σ−1)[−1+ θ(1− σ)+ (1− δ)(2+ σθ)H(n)−1+θ ],

which is negative if(1− δ)(2+ σδ) < 1− θ(1− σ) sinceH(n) ≥ 1. This inequality can
be rewritten asδ > (1+ θ)/(2+ σθ).
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Notes

1. See Greenwood, Hercowitz, and Krusell (1997a) for details.

2. Time subscripts are suppressed whenever they are not essential.

3. It is possible to think ofi j t (1−δ)(s−t) as the number of undepreciated machines of vintaget and ofi j t T j,t+1(1−
δ)(s−t) as the corresponding stock of vintaget capital measured in efficiency units. Given the above law of
motion, it is clear that the vintages aggregate according tokt ≡ it−1Tt +(1−δ)it−2Tt−1+(1−δ)2it−3Tt−2+
· · · + (1− δt )k0.

4. Since the condition on parameters is not transparent without an explicit discussion of asymmetric steady states,
I do not state it here; suffice it to say a key part of this condition is thatγ be “large.”

5. For another example of a model with an explicit analysis of the dynamics of planned obsolescence, see
Pesendorfer (1995).

6. Fort = 0, the expression is different in thatk0 is not a function of technology levels but given exogenously.

7. It is straightforward to show that the solution has to be interior.

8. In terms of the labeling above, the first term on the left-hand side of (8) combines Benefit 1 and Benefit 2 and
the second term on the left-hand side is Cost 2; the terms on the right-hand side represent, in order, Cost 1 and
Benefit 3.
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9. Note that the balanced-growth wage rate can be written aswt = (1− α)µk−αt m−α = (1− α)µα2θu−θTθt ,
whereu = R− (1− δ)/H(n).

10. Existence does not require particular restrictions onδ; the lower bound, moreover, is not a necessary condition
for uniqueness. In particular, calibration to yearly U.S. data, which would require aδ lower than this bound,
gives a unique steady state.

11. For large valuesγ , asymmetric balanced growth paths are possible here as well.

12. With T0 normalized to 1, we havea1 = AH(n), a2 = H(n)w, a3 = H(n)αkα0 (L − µn)1−α , anda4 =
β(1− δ)H(n)−(σθ+1).

References

Aghion, P., and P. Howitt. (1992). “A Model of Growth Through Creative Destruction,”Econometrica60(2),
323–352.

Gordon, R. (1990).The Measurement of Durable Goods Prices. Chicago: NBER, University of Chicago Press.
Greenwood, J., Z. Hercowitz, and G. W. Huffman. (1988). “Investment, Capacity Utilization and the Business

Cycle,” American Economic Review78(3), 402–418.
Greenwood, J., Z. Hercowitz, and P. Krusell. (1997a). “Long-Run Implications of Investment-Specific Techno-

logical Change,”American Economic Review87(3), 342–362.
Greenwood, J., Z. Hercowitz, and P. Krusell. (1997b). “The Role of Investment-Specific Technological Change

in the Business Cycle.” Mimeo. European Economic Review (forthcoming).
Grossman, G., and E. Helpman. (1991).Innovation and Growth in the Global Economy. Cambridge, MA: MIT

Press.
Krusell, P. (1995). “Dynamic Returns to R&D and the Size Distribution of Firms.” Mimeo.
Pesendorfer, W. (1995). “Design Innovation and Fashion Cycles,”American Economic Review85(4), 771–792.
Romer, P. M. (1990). “Endogenous Technological Change,”Journal of Political Economy98(5:2), S71–S102.
Segerstrom, P. (1991). “Innovation, Imitation, and Economic Growth,”Journal of Political Economy, 99(4),

807–827.
Solow, R. M. (1959). “Investment and Technical Progress.” In K. Arrow, S. Karbin, and P. Suppes (Eds.),

Mathematical Methods in the Social Sciences. Stanford: Stanford University Press.


